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A. Implementation Details
For all experiments, we use the same architectures and

process from EmbCLIP [4] and adopt the same hyperpa-
rameters as ProcTHOR [2]. The 3x224x224 RGB images
are processed with a frozen CLIP-ResNet-50 architecture
[3, 5]. This visual embedding is compressed with a 2-layer
CNN, concatenated with a goal object type embedding, and
compressed with a 2-layer CNN. This is flattened and com-
bined with an embedding of the previous action, then passed
through a single-layer GRU [1] policy with a hidden belief
state of size 512. An actor and critic are used to generate the
next action probability distribution and current state value
estimates, respectively. The agent’s next action is sampled
from the actor distribution.

The following updates from [2] are made for policy and
goal encoder fine-tuning:

1. Learning rate is lowered to 3e-5 (10x lower than that
of ProcTHOR [2]).

2. A small penalty of -0.05 is assessed if the agent runs
into objects.

3. If the agent is about to run into an object, it will ran-
domly move and rotate in small increments to coarsely
emulate unmodeled and unintended physical environ-
ment interactions.

4. The neck actions are limited to looking 30◦ above and
below the horizon, as on our physical platforms.

5. The horizontal field of view for a fixed aspect ratio is
randomized by episode (uniformly sampled in 0.2◦ in-
crements between 48◦ and 65◦), and the vertical field
of view/aspect ratio is modified to more closely resem-
ble the Intel RealSense D435.

We use multi-node training on 3 or 4 (depending on the en-
vironment size) AWS g4dn.12xlarge machines with 16 pro-
cesses per machine.

The Habitat baseline used in Table 1 is trained on the
80 HM3D [6] set training scenes used for the 2022 Habitat

challenge [7] using 80 processes and 8 A100 GPUs. The
model trained for 200M steps and we used the model which
achieved the best performance on a validation set of 200
episodes. It was trained with the same updated field of view
as every other model and baseline evaluated in this work.

B. Failure Cases
The most common failure case for PHONE2PROC mod-

els was semantic confusion; that is, not being able to recog-
nize particular instances of objects or mistaking instances
of other object categories for the target object. For exam-
ple, a couch with a cover on it in the 6-room apartment was
mistaken for a bed several times in the limited field of view
of the agent and spare jugs for the water cooler in the cafe-
teria were mistaken as a vase. To generate the scenes, only
six 3D models of vases were used. Thus, some semantic
confusion is perhaps unsurprising, and PHONE2PROC with
more visual diversity might be used to even greater effect.
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