In this Supplementary, we present implementation details, additional experimental analysis, and discussion on limitations and the societal impact of our Harmonious Teacher (HT).

1. Implementation Details

Mean Teacher: The mean teacher (MT) framework was originally proposed by [7] for semi-supervised learning. Many cross-domain object detection (CDOD) works [2, 5] adopted the MT framework for its simplicity and effectiveness. The student model is updated by the SGD algorithm and supervised by the source labeled samples and pseudo-labeled target samples. The parameters of the teacher model are updated by the exponential moving average (EMA) of the student model as follows:

$$\theta_t := \epsilon \theta_t + (1 - \epsilon) \theta_s,$$

where $\theta_t$ and $\theta_s$ are the parameters of the teacher model and the student model, respectively. $\epsilon$ is the EMA rate which controls the percentage of the parameters of the teacher network in the previous step to be retained. In our experiments, the $\epsilon$ is set to 0.9996. The update interval (i.e., the interval for updating the teacher model) is set to 1 iteration for all experiments.

Self-training Loss for Regression: The self-training loss on the target domain contains two losses, i.e., classification loss and regression loss. In our implementation, the classification loss uses the Quality Focal Loss [4] for the continuous label from the teacher model. The regression loss $L_{reg}$ contains two parts including IoU loss $L_{iou}$ and binary cross entropy (BCE) loss $L_{bce}$. The IoU loss can be written as follows:

$$L_{iou} = -\ln(u),$$

where $u$ is the IoU between the predicted bounding boxes at the same position in the feature map from the teacher model and the student model.

Optimization Pipeline: We depict the overall optimization pipeline of our HT in Algorithm 1, which contains pre-training stage and self-training stage. In the pre-training stage, we train the source model with the supervision $\mathcal{L}_s$ of labeled source samples. This enables the model to have a harmonious initialization for the following self-training stage. In the self-training stage, we use the teacher model with weakly augmented target images to generate pseudo labels. While the student model with strongly augmented target images is supervised by the generated pseudo labels from the teacher model. We design a harmony measure to provide accurate quality estimation for the predictions from the teacher model. It can be used to reweigh the self-training loss for all the predicted instances. In this way, all pseudo-labeled samples can contribute to the model training based on their prediction qualities, and the hard threshold is not needed anymore.

2. Experiments

The Inconsistency between Classification and Localization in CDOD: We present a further study on the inconsistency between classification and localization in cross-domain object detection (CDOD) scenarios.

The object detector may produce inconsistent predictions even in the in-domain object detection scenario. However, in the CDOD scenario, the inconsistent issue could become even worse, due to the domain discrepancy between the source domain and the target domain. To verify this, we show the three correlation coefficients between classification score and IoU with ground truth boxes on Cityscapes and Foggy Cityscapes using the source model trained on Cityscapes in Table 1. We can easily find that the correlations between classification and localization significantly decrease on the target domain because the domain discrepancy between the source and target domains leads to performance degradation. The presence of inconsistency between classification and localization harms the performance of the self-training strategy in CDOD. The main drawback of inconsistency in self-training is that the confidence score (i.e., classification score) cannot correctly reflect the quality of the predicted bounding boxes. The noise pseudo labels are dangerous for the following self-training and thus significantly limit the detection performance on the target domain.

The Effect of Harmony Measure: The harmony measure explicitly encodes the classification prediction and localization score into a unified metric to estimate the quality of pseudo labels. It provides a more accurate ranking of
Table 1. The Pearson correlation coefficient (PCC), Spearman rank correlation coefficient (SCC) and Kendall rank correlation coefficient (KCC) between classification score and IoU with ground truth boxes, where the model is trained on the Cityscapes and evaluated on the Cityscapes and Foggy Cityscapes.

<table>
<thead>
<tr>
<th>Test Domain</th>
<th>PCC (%)</th>
<th>SCC (%)</th>
<th>KCC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cityscapes [1]</td>
<td>39.2</td>
<td>33.3</td>
<td>22.8</td>
</tr>
<tr>
<td>Foggy Cityscapes [6]</td>
<td>35.9 (-3.3)</td>
<td>30.1 (-3.2)</td>
<td>20.5 (-2.3)</td>
</tr>
</tbody>
</table>

pseudo labels than the classification score. Here, we present the false negative (FN) rate comparison under different selection ratios between the classification score and our harmony measure in Fig. 1. The lower FN indicates the model detects more ground truth objects. From Fig. 1, we can observe that the proposed harmony measure achieves a lower FN rate than the classification score across multiple selection ratios. These results support our claim that the harmony measure provides a more accurate quality estimation of pseudo labels.

Figure 1. The false negative (FN) rate on Foggy Cityscapes for the source model pre-trained on Cityscapes under different sample selection ratios. The harmony measure shows consistently lower FN rates than the classification score on different sample selection ratios.

More Qualitative Results: We show more qualitative results on adaptation from Cityscapes to Foggy Cityscapes in Fig. 2. Compared with Source Only [8] and the state-of-the-art work SIGMA [3], our HT produces more accurate predictions. For example, our HT can correctly detect more objects (green box) than other baselines.

3. Limitation

Although our method outperforms many existing cross-domain object detection (CDOD) works, it still has some failure cases (Fig. 2). For example, we can see that our HT may miss some small-scale and obscure objects. We conjecture that this could be caused by the limited representation ability. On the one hand, we could utilize a more advanced backbone network to enhance the representation ability. On the other hand, we can leverage contrastive learning to improve the feature representation.

4. Societal Impact

With the ability to address cross-domain object detection, our Harmonious Teacher has potential positive impacts on the many downstream systems (e.g., autonomous driving) that often face unseen domains in real-world applications. However, the large-scale source data may cause privacy issues, e.g., surveillance videos and medical images. We plan to study source-free object detection, where we adapt a source pre-trained detector to an unlabeled target domain without accessing the source samples.

Algorithm 1 Harmonious Teacher.

Input: Source domain $S$, Target domain $T$.

Output: The parameters of the teacher model $\theta_t$ and the student model $\theta_s$.

1. Initialize the source model parameters $\theta$ with the ImageNet pre-trained weights.
2. while Pre-training Stage do
3. Train the source model $\theta$ by calculating $\hat{L}_s$ in Eq. (10)
4. end while
5. Initialize the student model $\theta_s \leftarrow \theta$
6. Initialize the teacher model $\theta_t \leftarrow \theta$
7. while Self-training Stage do
8. Sample source images from the source domain $S$
9. Calculate supervised loss $\hat{L}_s$ in Eq. (10)
10. Sample target images from the target domain $T$
11. Inference on weakly augmented target images by using $\theta_t$
12. Calculate harmony measure $h$ based on Eq. (7)
13. Feed the strongly augmented target images to the student model $\theta_s$
14. Calculate $\hat{L}_t$ based on Eq. (9)
15. Calculate $L_u$ based on Eq. (6)
16. Calculate the overall objective $L$ based on Eq. (10)
17. Train the student model $\theta_s$
18. Update the teacher model $\theta_t$ via EMA
19. end while
20. return $\theta_t, \theta_s$
Figure 2. Qualitative results on the target domain of Cityscapes to Foggy Cityscapes. Green, red and orange boxes indicate true positive (TP), false negative (FN) and false positive (FP), respectively. We set the score threshold to 0.7 for better visualization. Best appreciated when viewed in color and zoomed up.
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