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A. More Experiment
Comparison over small model and small dataset. As some
baselines report ViT-B/32 instead of ViT-B/16, in order to
compare, we further experiment MaskCLIP with a smaller
model ViT-B/32 and report the zero-shot performance on
ImageNet-1K. As shown in Table 1 left, our MaskCLIP out-
performs the combination [5] of two recent strong methods
DeCLIP [9] and FILIP [17]. We also investigate the perfor-
mance on a smaller dataset CC3M [13] (we use ViT-B/16
here in coherency with previous experiments). Table 1(right
part) shows that MaskCLIP achieves consistent gain.

ViT-B/32 0-Shot Lin FT CC3M 0-Shot Lin FT
CLIP 26.1 60.5 74.3 CLIP 17.1 53.3 78.5
DeFILIP 36.4 — — SLIP 23.0 65.4 81.4
MaskCLIP 38.5 69.1 79.2 MaskCLIP 24.4 66.1 82.5

Table 1. Results of zero-shot performance on ImageNet-1K when
pretrained with ViT-B/32 model(left) or CC3M dataset(right) .

Ablation on distillation loss. Here we further study the
effectiveness of each component in the distillation loss. We
start from CLIP+MAE and add three components of the
distillation loss one by one. We find that 1) using the feature
as the prediction target improves all metrics; 2) using EMA
model gets better performance; 3) the MLM loss improves
all the vision-language tasks.

0-Shot FT Seg Det I2T/T2I
CLIP+MAE (baseline) 42.1 83.2 49.1 44.5/40.4 57.3/41.1
+ Feature prediction 42.6 83.4 49.9 45.1/40.6 62.3/41.4
+ EMA model 42.8 83.6 50.4 45.5/40.9 65.0/41.6
+ MLM loss 44.5 83.6 50.5 45.4/40.9 70.1/45.6

Table 2. Component ablation of the distillation loss.
*Equal contribution, † Corresponding Author
†Work done during an internship at Microsoft Research Asia

B. Experiment detail
Pre-training We train our proposed MaskCLIP from

scratch and training for 25 epochs, the batch size is fixed
to 4096 for all the experiments. We use 32 V100 for train-
ing with 128 samples per GPU. We use the AdamW [10]
optimizer with weight decay 0.1. The learning rate is set
to 1e−3 with one epoch warm-up and decay to 1e−5 fol-
lowed by a cosine schedule. The masks used in the mask
self-distillation branch are random mask with a mask ratio of
75%. The EMA weight is set to 0.999 and linearly increases
to 0.9999 during the training. We pretrain all the models
with the commonly used YFCC15M dataset, which is flited
from the YFCC100M [14] dataset by [12].

For the ICinW academic track experiment, we pre-
train the model with three datasets: YFCC-15M [14],
GCC3M [13]+12M [2] and ImageNet-21K [6] (ImageNet-
1K data is excluded). Here we use the UniCL [16] to utilize
the ImageNet-22k dataset in the pretraining with a unified
format. We train the model for 32 epochs and 16384 batch
size, the rest settings are the same as the YFCC15M setting.

Zero-shot ImageNet-1K classification. For zero-shot
on ImageNet-1K, we follow the prompt setting in [11] to
convert the labels to text features, which contains 7 prompt
templates and we use the average feature as the final label
feature. We calculate the similarity between image feature
and all the label features to get its zero-shot classification
result.

Linear-probing ImageNet-1K classification. For linear
probing, we fix the backbone and train a new linear classifier
for 90 epochs. Following the setting in MAE [7], we add a
batch-norm layer without learnable affine parameters before
the classifier to avoid adjusting the learning rate for each
model. We set the batch size to 16384 and use the LARS [18]
optimizer with weight decay 0 and momentum 0.9. The
learning rate is set to 6.4 and decays to 0 following the
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cosine schedule.
Fine-tuning ImageNet-1K classification. When fine-

tuning on the ImageNet-1K dataset, we average pool the
output of the last transformer of the encoder and feed it to
a softmax-normalized classifier. We fine-tune 100 epochs
for all the experiments, the learning rate is warmed up to
0.0006 for 20 epochs and decay to 1e−6 following the cosine
schedule. Similar to recent works, we also apply the layer
decayed learning rate used in [1] and we set the decay
factor as 0.7. Note that we use the pure ViT architecture,
without the techniques used in [1], such as layer scale and
relative position embedding. The evaluation metric is top-1
validation accuracy of a single 224× 224 crop.
Zero-shot Semantic segmentation. Here we follow the
setting in DenseCLIP [19] based on the implementation
from mmsegmentaion [4]. For ADE20K and MS-COCO,
we report the single-scale test result with 512 × 512 input.
For Pascal Context, we use 480 × 480 input. To avoid the
influence of position embedding caused by changing input
size, we use sliding inference with 224 × 224 input and
stride 112. To convert the labels to text embedding, we use
85 prompt templates and use the average feature as the final
label feature.
ADE20K Semantic segmentation. Here we use: Uper-
Net [15] based on the implementation from mmsegmen-
taion [4]. For UperNet, we follow the settings in [1] and
use AdamW [10] optimizer with initial learning rate 2e−4,
weight decay of 0.05 and batch size of 16 (8 GPUs with
2 images per GPU) for 160K iterations. The learning rate
warmups with 1500 iterations at the beginning and decays
with a linear decay strategy. We use the layer decay [1]
for the backbone and we set it as 0.6. As the ViT architec-
ture outputs features with the same size, here we add four
different scale FPNs to scale the feature map into different
size. Specifically, we upsample the output feature of the
4th block 4×, upsample the output feature of the 6th block
2×, keep the output feature of the 8th block unchanged and
downsample the output feature of the 12th block 2×. We
use the default augmentation setting in mmsegmentation in-
cluding random horizontal flipping, random re-scaling (ratio
range [0.5, 2.0]) and random photo-metric distortion. All the
models are trained with input size 512× 512. The stochas-
tic depth is set to 0.1. When it comes to testing, we report
single-scale test result.
COCO Object Detection and Instance Segmentation.
We use the classical object detection framework Mask R-
CNN [8] based on the implementation from mmdetection [3].
We train it the 1× schedule with single-scale input (image
is resized so that the shorter side is 800 pixels, while the
longer side does not exceed 1333 pixels) for 12 epochs. We
use AdamW [10] optimizer with a learning rate of 1e−4,
weight decay of 0.05 and batch size of 16. We also use the
layer decay [1] for the backbone and we set it as 0.75. The

learning rate declines at the 8th and 11th epoch with decay
rate being 0.1. The stochastic depth is set to 0.1. Similar
to the implementation of semantic segmentation above, we
also use four different scale FPNs to scale the feature map
into different size.

C. More visualization results.
Here we provide more visualization results on the MS-

COCO val set. In most cases, our MaskCLIP gets a better
feature alignment performance between image and text.

D. Societal impacts
MaskCLIP is an improvement of CLIP, so it has the same

societal impacts of CLIP, including some malicious usages
and positive applications. Meanwhile, CLIP and MaskCLIP
may suffer from some unwanted data bias, as the data used
for training are roughly collected from the Internet.
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Figure 1. Visualization of the similarity between text and image features. The images and captions are from the MS-COCO val set.
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Figure 2. Visualization of the similarity between words and image features. The images and captions are from the MS-COCO val set.
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Figure 3. Visualization of the similarity between words and image features. The images and captions are from the MS-COCO val set.
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