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1. Details of QuadTree Attention
In the Feature Matching Extractor (FME), we employ

the QuadTree attention [5] to enhance the feature. Specif-
ically, given the image feature F1, F2 from ResNet-16, 8
stacked QuadTree attention blocks (4 self-attention and 4
cross-attention blocks) are incorporated into FME to en-
hance F1 and F2. We first linear project F1 and F2 to query
Q, key K, and value V . Take cross-attention as an example:

Q = WqF1, (1)
K = WkF2, (2)
V = WvF2, (3)

where Wq,Wk,Wv are learnable parameters. We then con-
struct 3-level pyramids for query Q, key K, and value V
by average pooling. After computing attention scores at the
coarse level:

A = Softmax(
QKT

√
C

), (4)

we select the top k key tokens with the highest attention
scores for each query token. At the finer level, query sub-
tokens only need to be evaluated with those key sub-tokens
that correspond to one of the selected k key tokens at the
coarse level. This process is repeated until reaches the finest
level. We finally weighted average all selected value tokens
at all levels through learnable weight and attention scores.
And k is set to 16 for the coarsest level, and 8 for the re-
maining levels.

2. Tile Technique
As KITTI owns a much smaller aspect ratio, we use the

tile technique [2, 3]. Specifically, given a test image with
size (Htest,Wtest), we split it into several patches accord-
ing to training image size (Htrain,Wtrain). For example,
it results in two patches starting at (0, 0) and (0,Wtest −
Wtrain) if Htest ≤ Htrain; and four patches starting
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Figure 1. EPE graph at early iterations on C+T pre-training.

at (0, 0), (Htest − Htrain, 0), (Htest − Htrain,Wtest −
Wtrain), and (0,Wtest − Wtrain) otherwise. For pixels
covered by several patches, we weighted average the flows
from these patches and get the final results. The weight is
computed from the pixel’s normalized distances du,v to the
corresponding patch center:

du,v = ||(u/Htrain − 0.5, v/Wtrain − 0.5)||2, (5)

where (u, v) is the pixel’s 2D index within each patch. And
we use the Gaussian probability density function to get the
final weight for each patch:

wu,v =
1√
2πσ

exp(−
d2u,v
2σ2

), (6)

where σ = 0.05.

3. How much does the Megadepth pretraining
provide a good starting point?

We further provide an EPE graph at early iterations on
C+T pre-training, for the Megadepth-trained model and a
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model from the scratch. Pretrain indeed provides a much
better starting point and converges to lower error on train-
ing/test set as shown in Fig. 1.

Besides, as we only pretrain feature encoder by GIM,
flow decoder is still learned from scratch on flow data. Di-
rectly finetuning model on C+T+S+K+H can result in poor
performance (1.63 and 2.77 on Clean and Final of Sintel
test set respectively) and serious grid artifacts around mo-
tion boundary. So the synthetic dataset pretraining (C+T) is
still necessary for our method.

4. More Qualitative Comparison

More qualitative results on Sintel test set and KITTI set
compared between our MatchFlow(G) and GMA [4] are
given in Fig. 2 and Fig. 3. As these samples from Sintel
test set have no ground-truth optical flows, we can not give
the AEPE and replace the ground-truth flows with matching
frames in the second column in Fig. 2. We highlight the ar-
eas where our MatchFlow(G) beats GMA [4]. Please zoom
in for more details.

In addition, we provide qualitative comparison with
GMA [4] on HD video from DAVIS [1] test set. We test
models on 1080p (1088x1920) resolution video and set the
GRU iterations to 12 for both models. We do not use tile
technique [3] here. Both models are trained on Sintel. Fig. 4
shows that our model exhibits clearer details (first and third
rows) and performs better on textureless regions (second
row). Please zoom in for more details.

5. Method of Correlation Volume Visualization

We visualize the correlation volume following GM-
FlowNet [6]. Specifically, given 4D correlation volume:
C ∈ RH×W×H×W , where i, j indicate the index of fea-
ture map F1 and F2; H,W indicate 1/8 height and width
of the input image, we extract the local correlation map Fi

for point i = (u, v) around the ground-truth optical flow
fgt = (f1

gt, f
2
gt) as follows:

Fi = C(i, (u+ f1
gt + x,v + f2

gt + y)) ∈ R1×1×11×11,

− 5 ≤ x ≤ 5,−5 ≤ y ≤ 5. (7)

As H,W indicate 1/8 height and width of the input image,
a local 11 × 11 window in C corresponds to 88 × 88 lo-
cal window in input image. We then normalize the local
correlation map by Softmax:

F̂i = Softmax(Fi). (8)

Finally, we average F̂i on all points within different region
on 100 Sintel final pass images. The results are shown in
Fig. 4 of main paper.

6. Screenshots of Sintel and KITTI Results
We provide anonymous screenshots of Sintel and KITTI

results on the test sever in Fig. 5 and Fig. 6. Our method
ranks first on Sintel Clean pass and sceond on Sintel Fi-
nal pass among all published approaches. Besides, we also
achieve great performance improvement on KITTI test set.
These results signifies the effectiveness of our approach.
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(a) Reference Frame (b) Matching Frame (c) GMA (d) MatchFlow(G)

Figure 2. More qualitative results on Sintel test set. First four rows are from clean pass, and the last four from final pass. Ground-truth
optical flows are not available and are not shown. Red dashed boxes mark the regions of substantial improvements. Please zoom in for
details.



(a) Reference Frame (b) GMA (c) MatchFlow(G)

Figure 3. More qualitative results on KITTI test set. Red dashed boxes mark the regions of substantial improvements. Please zoom in for
details.

(a) Reference Frame (b) Matching Frame (c) GMA (d) MatchFlow(G)

Figure 4. Qualitative results on 1080p (1088x1920) DAVIS [1] test set. Red dashed boxes mark the regions of substantial improvements.
Please zoom in for details.



(a) Screenshot for Sintel Clean results

(b) Screenshot for Sintel Final results

Figure 5. Screenshots for Sintel Clean and Final results on the test server.



Figure 6. Screenshots for KITTI optical flow evaluation 2015 results on the test server.


	. Details of QuadTree Attention
	. Tile Technique
	. How much does the Megadepth pretraining provide a good starting point?
	. More Qualitative Comparison
	. Method of Correlation Volume Visualization
	. Screenshots of Sintel and KITTI Results

