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In this supplementary material, we first present our ex-
perimental setup (see Section 1). Moreover, we give more
details about our inverse adversarial training (see Section 2),
including instance-wise inverse adversarial training, one-off
strategy, and how our method can be combined with single-
step adversarial training methods. We also provide visu-
alization results (see Section 3) and the analysis of hyper-
parameters (see Section 4).

1. Experimental Settings

In this section, we provide detailed experimental settings
of used databases and our method.

1.1. Datasets

We conduct all our experiments on CIFAR-10/100 [8]
and SVHN [11]. The CIFAR-10 dataset contains 60,000
color images with the size of 32 × 32 in 10 classes. The
CIFAR-100 dataset shares the same setting as CIFAR-10,
except it owns 100 classes consisting of 600 images each.
In CIFAR-10/CIFAR-100 dataset, 50,000 images are for
training, and 10,000 images are for testing the performance.
SVHN is a dataset of street view house numbers, which in-
cludes 73,257 examples for training and 26,032 examples
for evaluation. For training with additional data, we also in-
clude 1M synthetic images generated by the Denoising Dif-
fusion Probabilistic Model (DDPM) [6] for CIFAR-10/100
following the setting of [12, 13].

1.2. Implementation Details

Following the hyper-parameter settings from [2, 12], we
use Stochastic Gradient Descent (SGD) optimizer with Nes-
terov momentum factor of 0.9 [10] and cyclic learning rate
schedule [14] with the batch size of 128, the maximum
learning rate of 0.1, and a weight decay factor of 5× 10−4.

For training without extra data, our model is trained for 100
epochs for CIFAR-10/100 and 30 epochs for SVHN.

For training with synthetic DDPM-generated data [13]
on CIFAR-10/100, we train models for 400 CIFAR-10-
equivalent epochs (the same amount of training examples
as standard CIFAR-10 in an epoch) with the batch size of
512. The original-to-generated ratio (e.g., a ratio of 0.3
means that we include 7 synthetic images for every 3 orig-
inal images) is 0.3 for CIFAR-10 and 0.4 for CIFAR-100.
We also adopt the cyclic learning rate strategy with a max-
imum learning rate of 0.2. Following the training setup
from [12,13], we use SiLU activation function [5] with Pre-
activation ResNet-18 (PRN-18) [4] and Wide-ResNet-28-
10 (WRN-28-10) [17]. We further use model weight aver-
aging [7] with a decay factor of 0.995.

For generating adversarial examples during training, we
adopt the iterative Projected Gradient Descent (PGD) algo-
rithm [9] on the cross-entropy loss function for 10 steps
with the step size α = 2/255 for CIAFR-10/100 and
α = 1/255 for SVHN. We mainly consider the ℓ∞-norm
threat model with the maximum adversarial perturbation
ϵ = 8/255. We set the inverse perturbation radius as ϵ′ =
4/255. The number of iterations for instance-wise inverse
perturbation is 5 with the iteration step size of α′ = 2/255,
whilst we conduct single-step gradient descent on universal
inverse perturbation with the step size of α′ = 4/255. We
choose the trade-off factor λ = 3.5 for CIFAR10/100 and
λ = 3.0 for SVHN. The regularization hyper-parameter β
is set to 1.0. We pick the inverse momentum factor γ = 0.9
for our standard inverse adversarial training method except
for the one-off setting. We do not involve the inverse mo-
mentum when adopting the one-off strategy. The momen-
tum mechanism starts at epoch T = 75 when training for
100 epochs and starts at epoch T = 350 when training for
400 epochs. The one-off epoch choice is T ′ = 80 for 100
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Algorithm 1 Inverse Adversarial Training (IAT)

Input: DNN classifier fθ; dataset D = {(x, y)} with C classes; batch size m; learning rate τ ; radius for adversaries ϵ
and inverse adversaries ϵ′; iteration times n and step size α′ for inverse adversary generation; weighting factors λ, β.

1: Randomly initialize the network parameter θ
2: while not at end of training do
3: for each mini-batch (x, y) = {(xj , yj)}mj=1 do
4: for j = 1, 2, . . . ,m do
5: Initialize Inverse adversarial perturbation zj ∼ 0.001 · N (0, 1)
6: x̂j ← PGDATTACK(xj , yj , fθ,LCE) ▷ Find PGD adversarial example
7: x̌j ← xj + zj
8: for t = 1, 2, . . . , n do
9: x̌j = ΠB(x,ϵ′)

(
x̌j − α′ · sign

(
∇x̌j
LInv (x̌j , y)

))
▷ Update instance-wise inverse adversaries

10: end for
11: end for
12: θ ← θ − τ · ∇θ

{∑
j LCE (fθ (x̂j) , yj) + λ · LKL (fθ (x̌j) ∥fθ (x̂j))

}
13: end for
14: end while
15: return Inverse adversarially trained model fθ.

training epochs and T ′ = 320 for 400 training epochs.

2. Details of Inverse Adversarial Training

2.1. Instance-wise Inverse Adversarial Training

We have introduced how to generate instance-wise in-
verse adversaries in the main paper. In this section, we
give more details about combining inverse adversarial ex-
amples with adversarial training. In general, we generate in-
verse adversarial perturbation for each natural example via
the PGD method [9] optimized on the inverse adversarial
loss. The instance-wise Inverse Adversarial Training (IAT)
is quite similar to Universal Inverse Adversarial Training
(UIAT) we have introduced in detail. We can easily ob-
tain IAT by replacing universal inverse adversaries with
instance-wise inverse adversaries. We provide the pseudo-
code of IAT in Algorithm 1.

2.2. One-off Strategy

In this section, we provide more details about the one-
off strategy and how it can be combined with our method.
The one-off strategy means generating inverse adversarial
examples for only one certain epoch T ′ instead of through-
out the whole training stage. During the standard inverse
adversarial training, we mainly optimize cross-entropy loss
of adversarial examples and Kullback–Leibler (KL) diver-
gence between inverse adversaries and adversarial exam-
ples. However, the one-off strategy mainly focuses on the
substitution of the inverse adversaries throughout the adver-
sarial training, which can reduce the computational over-
head effectively. The loss function for the One-Off version
of inverse adversarial training can be formulated as below:

LOO
IAT=LCE (fθ (x̂) , y)+λ · LKL

(
p
(t)
OO∥fθ (x̂)

)
, (1)

where x̂ is the adversarial example. p
(t)
OO denotes the one-

off output probability that mainly depends on the current
training epoch t, which can be obtained by:

p
(t)
OO =


fθ (x) , if t < T ′

fθ (x̌) , if t = T ′

p
(T ′)
OO , if t > T ′

(2)

where x̌ denotes the inverse adversarial example, and T ′ is
the only epoch for generating inverse adversarial examples.
Before epoch T ′, we replace inverse adversaries with nat-
ural examples during adversarial training, which is similar
to [15]. Particularly, we generate inverse adversarial exam-
ples and use them for distribution alignment during epoch
T ′. After epoch T ′, we use the output probability of inverse
adversaries at epoch T ′ instead of recomputing inverse ad-
versarial examples. The motivation is that the feature repre-
sentation tends to be stable at a later stage of training. Thus
we can consistently obtain the high-likelihood region with
the same inverse adversarial examples. Therefore, it is rea-
sonable to continue to use the previously computed inverse
adversaries to represent the high-likelihood region during
the current training epoch.

2.3. Single-step Adversarial Training

In this section, we give more details about how our
method can be combined with single-step adversarial train-
ing methods [1, 3, 16]. When using ℓ∞-norm threat model,
we can formalize the adversarial training [9] as the follow-
ing min-max optimization problem:
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Figure 1. Visualization of both inverse adversaries and class-specific universal inverse adversaries. Their corresponding inverse adversarial
perturbations are also presented. In addition, we present the prediction confidence of the ground-truth class.
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Figure 2. Hyper-parameter sensitivity of our UIAT method on nat-
ural accuracy and (Auto-Attack) robust accuracy using ResNet-18
on CIFAR-10. We report the hyper-parameters adjustment of β in
(a) and γ in (b). The tuning for the starting epoch of momentum
T is in (c), and the one-off epoch T ′ is in (d)

min
θ

E(x,y)∼D

[
max

∥δ∥∞<ϵ
LCE

(
fθ

(
x+ δSGL

)
, y
)]
, (3)

where LCE is the cross-entropy loss, and δ is the adver-
sarial perturbation under the ℓ∞-norm bound ϵ. The in-
ner maximization problem of adversarial training can be
viewed as searching for the most harmful adversarial ex-
amples x̂SGL = x + δSGL. However, the iterative so-
lution for the inner maximization problem, i.e., the PGD
method, suffers from a high computational cost. Notably,
most single-step adversarial training methods approximate

the worst-case perturbation by solving the inner maximiza-
tion in Equation (3) with the following form:

δSGL = ψ
(
η + α · sign

(
∇xLCE(fθ(x+ η), y)

))
, (4)

where ψ is a projection operator onto the ℓ∞-norm ball and
η is drawn from a certain distribution Ω that can be typ-
ically a uniform distribution between [−ϵ, ϵ]. When com-
bining our UIAT method with these single-step adversarial
training methods, we do not modify the inner maximiza-
tion to obtain adversarial perturbations δSGL. We primarily
focus on outer minimization, where we add an additional
KL divergence term between universal inverse adversaries
x̌ and adversarial examples x̂SGL. Hence, a general form of
the loss function for single-step adversarial training (outer
minimization) can be defined as below:

LSGL
IAT = LCE (fθ (x̂) , y) + λ · LKL

(
fθ (x̌) ∥fθ

(
x̂SGL)) ,

(5)
where x̌ denotes the universal inverse adversarial example
that is also obtained by single-step gradient descent on the
inverse adversarial loss. Note that we do not apply the
feature-level regularization during inverse adversary gener-
ation for efficiency, which means we only use the cross-
entropy loss for inverse adversary generation. In general,
we can efficiently combine our method with single-step ad-
versarial training by paying only three additional forward
propagation times and one backward propagation time for
each batch of data.

3. Visualization
We visualize both the (universal) inverse adversarial ex-

amples and their inverse perturbations in Figure 1. It can
be seen that class-specific universal inverse adversaries can



obtain a similar inverse effect (improving predicting con-
fidence on the correct category) to the original inverse ad-
versaries. Note that the standard inverse adversarial per-
turbation is specific to a certain example, while the univer-
sal inverse perturbation can apply to examples from a given
category. These inverse examples are also visually indistin-
guishable from natural examples.

4. Hyper-parameter Analysis
To comprehensively analyze the contribution of each

component, we report natural accuracy and robust accuracy
when tuning component weights, as shown in Figure 2. It
can be seen that enlarging the momentum factor γ can fur-
ther improve the adversarially robust accuracy. In addition,
choosing the start epoch T for enabling inverse adversarial
momentum during the second half of training can benefit
both natural accuracy and adversarial robustness. In par-
ticular, we can observe that the choice for the one-off epoch
T ′ is essential, and there exists a huge performance variance
when tuning this hyper-parameter. Similar to the choice for
the start epoch for momentum, it is beneficial to adopt the
one-off output probability of inverse adversaries during the
second half of training.
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