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1. Supplemental Derivations
1.1. Deriving the Formulation of MFLOD

Lemma 1 The product of two sines can be transformed to the sum of two sines:

sin(τ1z1 + ϕ1) ◦ sin(τ2z2 + ϕ2) =
1

2
[sin(τ1z1 + τ2z2 + ϕ1 + ϕ2 −

π

2
) + sin(τ1z1 − τ2z2 + ϕ1 − ϕ2 +

π

2
)]. (1)

Theorem 2 The entire function of MFLOD at level ` can be characterized as:

N`
sine−1∑
j=0

ᾱj sin(ω̄j1z1 + ω̄j2z2 + · · ·+ ω̄j`z` + φ̄j), (2)

where the coefficients ᾱj , ω̄j and φ̄j are determined by the parameters of filters and network.

Proof. Consider the first level ` = 1, the intermediate output t1 is given as

t1 = sin(ω1z1 + φ1). (3)

This expression is a d dimensional vector. Although there is no intermediate output layer at first level in our architecture, it
still conforms to the form of Eq. (2).

Consider the MFLOD at second level ` = 2, the intermediate output t2 is given as

t2 = sin(ω2z2 + φ2) ◦ [W 2 sin(ω1z1 + φ1) + b2] (4)
= sin(ω2z2 + φ2) ◦ [W 2 sin(ω1z1 + φ1)] + sin(ω2z2 + φ2) ◦ b2, (5)

where

sin(ω2z2 + φ2) ◦ [W 2 sin(ω1z1 + φ1)]

=
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W
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 . (6)

Since the elementwise multiplication between each row in above expression results in a sum of two sines (Lemma1), it
results in a vector containing 2d2 sines, each of which consists a linear combination of modulated z1 and z2. In addition to
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the bias term with d sines, the intermediate output t2 can be expressed as

t2 =

2d2−1∑
j=0

ᾱj sin(ω̄j1z1 + ω̄j2z2 + φ̄j) +

2d2+d−1∑
j=2d2

ᾱj sin(ω̄j2z2 + φ̄j)

=

2d2+d−1∑
j=0

ᾱj sin(ω̄j1z1 + ω̄j2z2 + φ̄j). (7)

Now, assume the MFLOD at `th level. sin(ω`z` + φ`) would be elementwise multiplied with all previous sine terms.
Then we have

t` =

2dN`−1
sine −1∑
j=0

ᾱj sin(ω̄j1z1 + ω̄j2z2 + · · ·+ ω̄j`z` + φ̄j) +

2dN`−1
sine +d−1∑

j=2dN`−1
sine

ᾱj sin(ω̄j`z` + φ̄j)

=

N`
sine−1∑
j=0

ᾱj sin(ω̄j1z1 + ω̄j2z2 + · · ·+ ω̄j`z` + φ̄j), (8)

which is the original result, completing the proof. (See Lindell et al. [4] for the proof of the number of sines N `
sine.)

1.2. Initialization and Distribution of Activations

We initialize the feature-volume entries using the uniform distribution U(−a, a), and therefore the variance is a/
√

3. Then
the distribution after normalization is U(−

√
3,
√

3) at initialization.

Theorem 3 Let ω ∈ Rd×m, z ∈ Rm, and φ ∈ Rd be independent random variables sampled from continuous uniform
distributions as

ω ∼ U(−B,B) (9)

z ∼ U(−
√

3,
√

3) (10)
φ ∼ U(−π, π) (11)

where B >> π. Then letX = ωz + φ. When m = 1, the probability density function fX(x) ofX is approximately

fX(x) ≈ 1

2
√

3B
log(

B

min(|x/
√

3|, B)
). (12)

As m increases, fX(x) approaches the Gaussian distribution according to the central limit theorem.

(See Lindell et al. [4] for the proof of Eq. (12).)

2. Neural Tangent Kernel for Hybrid Models
We compute the neural tangent kernel (NTK) [2] using the Jacobian contraction. For the global implicit neural network

such as SIREN [7] and FFN [8], the NTK for two data points x1 and x2 is defined as the matrix product between the Jacobian
of the model evaluated at x1 and x2:

Θf
θ (x1,x2) = [∂f(θ,x1)/∂θ] [∂f(θ,x2)/∂θ]T , (13)

where [∂f(θ, ·)/∂θ] is a neural network Jacobian. Base on the fact that the Jacobian is with respect to the neural network
parameter according to the NTK theory [2], and that the parametric feature-volume that encodes the queried position into
feature vectors is independent of the neural network parameter, the feature-volume does not need to be comprised in the
full Jacobian. Let z1 and z2 be the encoded/queried features for the input positions x1 and x2, we can simply compute the
gradients with respect to the z1 and z2:

Θf
θ (x1,x2;Z) = [∂f(θ,z1)/∂θ] [∂f(θ,z2)/∂θ]T , (14)

whereZ is the parametric feature-volume. It’s worth noting that MFLOD includes learnable sinusoidal filters θfilter in addition
to the linear layers θnet, and thus in Eq. (14) θ = θfilter + θnet. In order to compute the NTK efficiently, we reimplement the
MFLOD in PyTorch and use the functorch [1] which implements the fast finite width NTK [6].



3. Additional Implementation Details
We jointly train the feature-volume entries, the sinusoidal filters, and the neural network weights by applying Adam [3],

where we set β1 = 0.9, β2 = 0.99, ε = 10−15 following [5]. To keep the learnable filter ω and φ distribute around the
initialization, we apply a small learning rate to them. The hyperparameters bandwidth B` are set empirically. For example,
given a LOD with maximum level L = 5, we set B1 = B2 = B/8, B3 = B4 = B5 = B/4 such that

∑
`B` = B, where

B is the maximum bandwidth. The setting of LOD with L = 4 and L = 6 can be simply extended from that of L = 5.
For image fitting and NeRF, we follow BACON [4] to set the maximum bandwidth B; for 3D shape representation, we use a
fixed value (the same with that used for dragon in BACON) for all shapes since we found MFLOD is not as sensitive to B as
BACON. After training, we found that the filters are distributed around the initialization, thus we can assume that the trained
MFLOD has the similar bandlimited property to that at initialization. Table 1a shows comparative results on the effects of the
proposed initialization and bandwidth limitation. Additionally, how the dimensions of Fourier space affect the final results is
shown in Tab. 1b.

MFLOD no W` no ω`, φ` no bandlimit

ShapeNet-200 (IoU) 94.3 93.2 88.9 94.0
NeRF (PSNR) 33.91 33.23 29.62 33.64

(a) From left to right: (1) MFLOD. (2) We replace the initialization
distribution of linear layers W` with xavier uniform. (3) We replace
the initialization distribution of filters ω`, φ` with xavier uniform. (4)
All levels have the same bandwidth.

d = 16 d = 32 (default) d = 64 d = 128

ShapeNet-200 (IoU) 92.3 94.3 94.5 94.4
NeRF (PSNR) 30.87 33.91 34.01 34.06

(b) The results with different Random Fourier Features (RFF) dimen-
sion d. We choose d=32 to maximize the quality-cost tradeoff.

Table 1. Ablation studies on the proposed initialization scheme, the bandlimited initialization (a), and the Random Fourier Features (RFF)
dimension d (b). We use the results on ShapeNet-200(IoU) and NeRF(PSNR) to demonstrate the effect of different design choices.
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