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1. Effect of number of super-class levels on
more datasets.

We experimented with ImageNet-LT [1] and Places-
LT [1] with different number of super-class levels. The re-
sults are reported in Table 1 and Table 2, respectively. On
the ImageNet-LT [1], we find that the performance of the
super-class graphs with the different number of super-class
levels is higher than the baseline. However, with more hier-
archies (i.e.the last row), the performance on the few-shot
classes is the highest, while (4, 8, 16, 32, 64) achieves the
best performance on all classes. On the Places-LT [1], with
more complex hierarchies i.e.(4, 8, 16, 32, 64, 128, 258)
achieves the best performance on all classes and few-shot
classes. We also conduct experiment on the iNaturalis [3]
to analysis the effect of number of super-class levels in the
Figure 1. We can find that with more hierarchies, the per-
formance will consistently increase. 64 achieves the peak
performance on the all classes and any-shot classes. For this
experiment, we attribute this to our model’s ability to ex-
plore relatively balanced super-class spaces, thus making the
refined tail category features discriminative. We conclude
that deeper and broader graphs are needed to discover the
super-classes in the case of severe class imbalance.

Many Medium Few All

Baseline 57.1 45.2 29.3 47.7

(2, 4, 8) 58.6 47.1 31.1 49.8
(4, 8, 16) 59.8 48.3 33.2 50.1

(4, 8, 16, 32) 61.3 49.7 35.1 52.9
(8, 16, 32, 64) 66.5 49.8 36.1 55.1

(4, 8, 16, 32, 64) 66.4 53.3 37.1 57.1
(4, 8, 16, 32, 64, 128) 66.1 52.3 37.9 56.5

Table 1. Effect of number of super-class levels on ImageNet-LT.
Meta-SuperDisco achieves consistent performance gains with more
complex hierarchies.

*Currently with United Imaging Healthcare, Co., Ltd., China.

Many Medium Few All

Baseline 40.6 39.1 28.6 37.6

(2, 4, 8) 43.1 39.1 29.9 37.5
(4, 8, 16) 44.2 39.9 30.3 38.1

(4, 8, 16, 32) 45.9 40.4 31.1 38.9
(4, 8, 16, 32, 64) 44.9 41.3 32.3 39.2

(4, 8, 16, 32, 64, 128) 44.3 43.1 34.5 39.9
(4, 8, 16, 32, 64, 128, 256) 45.3 42.8 35.3 40.3

(4, 8, 16, 32, 64, 128, 256, 512) 44.1 42.3 34.0 39.1

Table 2. Effect of number of super-class levels on Places-LT.
Meta-SuperDisco achieves consistent performance gains with more
complex hierarchies.

2. Benefit of SuperDisco and Meta-SuperDisco
We also give the ablation to show the benefit of Su-

perDisco and Meta-SuperDisco on ImageNet-LT/Places-
LT/iNaturalist in Table 3. The Meta-SuperDisco consis-
tently surpasses the SuperDisco for all shots. The consistent
improvements confirm that Meta-SuperDisco learns even
more robust super-class graphs, leading to a discriminative
representation of the tail data.

3. Computation cost
We report the computation cost and accuracy gain ab-

lation in Table 4 for ImageNet-LT. Although our model re-
quires more parameters and computational costs compared to
the baseline, it brings a 7.2% improvement in accuracy. Com-
pared to the state-of-the-art method by Park et al. [2], our
model requires a considerably lower amount of additional pa-
rameters and computational cost while still delivering better
results.

4. Evaluation protocol
We evaluate our model on the test sets for each dataset and

report commonly used top-1 accuracy over all classes. For
the CIFAR-100-LT dataset, we report the accuracy with dif-
ferent imbalance factors. For the ImageNet-LT, Places-LT,
and iNaturalist, we follow [1] and further report accuracy on
three different splits of the set of classes: Many-shot (>100
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ImageNet-LT Places-LT iNaturalist

Many Medium Few All Many Medium Few All Many Medium Few All

Baseline 58.4 49.3 34.8 52.7 42.1 39.2 30.9 36.3 68.3 69.2 67.1 68.5

SuperDisco 65.1 52.1 35.9 55.9 44.7 41.1 34.2 39.2 71.3 71.0 69.6 72.1
Meta-SuperDisco 66.1 53.3 37.1 57.1 45.3 42.8 35.3 40.3 72.3 72.9 71.3 73.6

Table 3. Benefit of SuperDisco and Meta-SuperDisco. SuperDisco achieves better performance compared to a baseline fine-tuning on all
shots, while Meta-SuperDisco is even better for long-tailed recognition.

Table 4. Computation cost and accuracy gain for SuperDisco
on ImageNet-LT compared to the baseline and state-of-the-art.
SuperDisco provides a good trade off.

Added computational cost

Models FLOPs (M) Parameters (M) Accuracy

ResNet-32 0 0 45.3
Baseline 0.04 0.001 49.9
Park et al [2] 0.41 0.35 56.2

SuperDisco 0.15 0.03 56.4
Meta-SuperDisco 0.28 0.08 57.1
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Figure 1. Effect of number of super-class levels on iNaturalis-LT.

images), Medium-shot (20-100 images) and Few-shot (<20
images). We report the average top-1 classification accuracy
across all test images.

5. Algorithm
We give the detailed algorithms of SuperDisco and Meta-

SuperDisco in Alg. 1 and Alg. 2, respectively.
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Algorithm 1 SuperDisco

Require: Training data: {xk, yk}; Number of super-class levels: l; Number of vertices in the l-th super-class level: Cl; Feature
extractor: fθ(·); Graph function: gϕ(·); Classifier function: hψ(·); Learning rate: α.

1: Randomly initialize all learnable parameters Φ = {θ, ϕ, ψ}
2: while not done do
3: Sample a batch of samples {xi, yi}
4: Compute the original feature: z = fθ(x)
5: Construct the super-class graph Cl by computing the super-class vertex Hl

C and weights Al
C based on the Eq. (1)

6: Construct the graph R and compute the weight AlR based on the Eq. (2)
7: for m in the number of layers of GNN do
8: Apply GNN on the graph R by message passing and obtain the representations H(m+1)

R based on the Eq. (3)
9: end for

10: Get the refined feature zl = H
(m+1)
R [0]

11: Compute the final prediction ỹ = h(zl)

12: Update Φ = Φ− α∇Φ

∑I
i=1 LCE(ỹi, yi)

13: end while

Algorithm 2 Meta-SuperDisco

Require: Training data: {xk, yk}; Balanced data: M; Number of super-class levels: l; Number of vertices in the l-th
super-class level: Cl; Feature extractor: fθ(·); Graph function: gϕ(·); Classifier function: hψ(·); Learning rate: α.

1: Randomly initialize all learnable parameters Φ = {θ, ϕ, ψ}
2: while not done do
3: Sample a batch of samples {xi, yi}
4: Compute the original feature: z = fθ(x)
5: Construct the super-class graph Cl by computing the super-class vertex Hl

C and weights Al
C based on the Eq. (1)

6: Construct the prototype graph P by computing the prototype vertex CP and weights AP based on the Eq. (4)
7: Construct the graph R and compute the weight AlR based on the Eq. (2)
8: Construct the super graph S and compute the vertices Cl

P and weight Hl
Cl based on the Eq. (5)

9: for m in the number of layers of GNN do
10: Apply GNN on the graph S by message passing and obtain the representations M(m+1) based on the Eq. (6)
11: end for
12: Get the refined feature zl = M(m+1)[0]
13: Compute the final prediction ỹ = h(zl)

14: Update Φ = Φ− α∇Φ

∑I
i=1 LCE(ỹi, yi)

15: end while
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