
PointListNet: Deep Learning on 3D Point Lists
SUPPLEMENTARY MATERIAL

A. Comparison with 4D Point Cloud Methods
The residue-level 3D structure of proteins can be seen as 3D point lists. If the sequence structure is neglected, the amino

acids of a protein form a point cloud. Therefore, in Table 1 of the main paper, we compare our method with those 3D point
cloud methods (PointNet++ [5], DGCNN [7], Point Transformer [9] and PointMLP [4]) for protein recognition.

In this section, we extend those 3D point cloud methods to 4D. Specifically, for PointNet++ and Point Transformer,
we integrate the 1D order displacement into modeling, as shown in Table 1. For DGCNN and PointMLP, we follow the
original paper to concatenate point order coordinates and features as the input of the network. We conduct the experiments
by ourselves.

Table 1. Comparison with 3D and 4D point cloud methods, i.e., PointNet++ [5], DGCNN [7], Point Transformer [9] and PointMLP [4], on
protein fold classification and enzyme catalytic reaction classification (accuracy %). Experiments are conducted by ourselves.

Method Modeling
Protein Fold Classification Enzyme Reaction

Fold Superfamily Family Classification

3D PointNet++ [5] f ′
t = MAX

∥pt′−pt∥≤r
MLP

(
[ft′ ,pt′ − pt]

)
26.0 37.7 93.8 78.4

3D DGCNN [7] f ′
t = MAX

ft′∈TopK(ft)
MLP

(
[ft′ ,ft′ − ft]

)
25.6 39.2 94.4 80.1

f ′
t =

∑
∥pt′−pt∥≤r

αtt′ ×
(
W3 · ft′ + δtt′

)
,

3D Point Transformer [9] αtt′ = softmax
(
MLP(W1 · ft −W2 · ft′ + δtt′)

)
, 26.4 40.1 92.0 81.3

δtt′ = MLP(pt − pt′),

f ′
t = MLP

(
MAX

ft′∈TopK(ft)
MLP(ftt′)

)
3D PointMLP [4] ftt′ = α⊙ ft′−ft

δ+ϵ
+ β 26.8 38.8 94.2 79.7

δ =
√

1
K×N×C

∑N
i=1

∑K
j=1(ft′ − ft)2

PointListNet (ours) 3D Coordinate 36.8 55.3 97.4 84.5

4D PointNet++ [5] f ′
t = MAX

∥pt′−pt∥≤r
MLP

(
[ft′ ,pt′ − pt, t

′ − t]
)

27.3 38.8 94.0 80.0

4D DGCNN [7] f ′
t = MAX

ft′∈TopK(ft)
MLP

(
[ft′ ,ft′ − ft]

)
25.9 39.7 94.8 80.4

f ′
t =

∑
∥pt′−pt∥≤r

αtt′ ×
(
W3 · ft′ + δtt′

)
,

4D Point Transformer [9] αtt′ = softmax
(
MLP(W1 · ft −W2 · ft′ + δtt′)

)
, 27.7 40.3 93.2 81.9

δtt′ = MLP(pt − pt′ , t− t′).

f ′
t = MLP

(
MAX

ft′∈TopK(ft)
MLP(ftt′)

)
4D PointMLP [4] ftt′ = α⊙ ft′−ft

δ+ϵ
+ β 28.1 41.1 94.3 82.2

δ =
√

1
K×N×C

∑N
i=1

∑K
j=1(ft′ − ft)2

PointListNet (ours) 3D Coordinate & 1D Order 55.2 76.4 99.5 88.0

The modeling approaches of these point cloud methods and the experimental results are shown in Table 1. Compared to
the original 3D methods, these extended 4D variants do not significantly improve the accuracy. This may be because they do



not model the 1D sequence structure in a regular manner.

B. Gene Ontology Term Prediction

Gene ontology term prediction is a multi-label classification problem. The goal of gene ontology term prediction aims at
predicting the functions of a protein via multiple gene ontology terms. This task gene ontology term prediction includes three
sub-tasks: biological process, molecular function and cellular component ontology term prediction. Following [1], biological
process, molecular function and cellular component include 1,943 classes, 489 classes and and 320 classes, respectively. The
evaluation dataset contains 29,898/3,322/3,415 proteins for training/validation/test, respectively. As shown in Table 2, the
proposed methods outperforms existing methods.

Table 2. Accuracy (Fmax) of gene ontology term prediction.

Method
Gene Ontology

Biological Process Molecular Function Cellular Component

IEConv (Protein) [2] 0.421 0.624 0.431

GearNet [8] 0.356 0.503 0.414

GearNet-IEConv [8] 0.381 0.563 0.422

GearNet-Edge [8] 0.403 0.580 0.450

GearNet-Edge-IEConv [8] 0.400 0.581 0.430

PointListNet (ours) 0.439 0.643 0.486

C. Comparison with More Point Cloud Methods

In this section, we investigate two more point cloud methods, i.e., Stratified Transformer [3] and PointNeXt [6], for protein
recognition. Stratified Transformer employs a UNet architecture, which includes a downsampling part and an upsampling
part, for point cloud segmentation. To apply Stratified Transformer to protein classification, we use the downsampling part.
PointNeXt is an improved version of PointNet++. For PointNeXt, we use its large model, i.e., PointNeXt-L.

Table 3. Comparison with Stratified Transformer [3] and PointNeXt [6] on protein fold classification and enzyme catalytic reaction
classification (accuracy %). Experiments are conducted by ourselves.

Method
Protein Fold Classification Enzyme Reaction

Fold Superfamily Family Classification

Stratified Transformer [3] 27.1 40.8 95.3 82.8

PointNeXt-L [6] 30.5 42.7 96.4 84.0

PointListNet (ours) 55.2 76.4 99.5 88.0

Results are shown in Table 3. Our method significantly outperform Stratified Transformer and PointNeXt-L.

D. Comparison with Individual 1D Order Network and 3D Coordinate Network

To model the geometry-sequence structure in proteins, one can also employ an independent 1D order network and an
independent 3D coordinate network for sequence and geometry modeling, respectively. Specifically, we can consider the
1D and 3D networks as two experts and employ the mixture technique of expert ensembles. In this section, we split our



PointListNet into two independent networks. The first one only models the sequence structure and the other one only models
the geometry structure. Then, the outputs of the two networks are aggregated for protein recognition.

As shown in Table 4, the combination of 1D order network & 3D coordinate network does not significantly improve the
accuracy. Because the two structures are processed separately, it may not properly understand proteins’ local geometry-
sequence structure.

Table 4. Combination of 1D order network and 3D coordinate network on protein fold classification and enzyme catalytic reaction classi-
fication (accuracy %).

Method
Fold Classification Enzyme

Fold Superfamily Family Reaction

1D Order Network 13.1 18.7 86.4 70.0

3D Coordinate Network 36.8 55.3 97.4 84.5

1D Order Network & 3D Coordinate Network 41.4 62.0 98.4 85.4

PointListNet 55.2 76.4 99.5 88.0
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