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Figure 1. Illustration of our GDP method for unified image recovery, including linear inverse problems (Deblurring, 4× super-
resolution, inpainting, and colorization), multi-degradation (i.e. Colorization + inpainting), non-linear and blind problems (Low-light
enhancement and HDR recovery). Note that GDP can restore images of arbitrary sizes, and can accept multiple low-quality images as
guidance as in the case of HDR recovery. GDP fulfills all the tasks using a single unconditional DDPM pre-trained on ImageNet.
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Figure 2. Overview of the GDP-xt. The guidance will be added
on the noisy image xt in every time step.

A. Limitations and Future works

Limitations. The main limitation of our work is its infer-
ence time. Since we might add several guidance steps in
every time step t, the sampling time is extended. This lim-
its the applicability of our method to real-time applications
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Figure 3. Overview of the GDP-x0. The guidance will be applied
to a clean image x̃0 predicted from the noisy image xt.

and weak end-user devices such as mobile devices. To ad-
dress this issue, further research into accelerated diffusion
sampling techniques is required.

In addition, the choice of the guidance scale is also ob-
tained through experiments, which means that for samples
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Figure 4. Overview of the HDR-GDP-x0. The guidance will
also be applied to a clean image x̃0. Unlike the GDP-x0, three de-
graded images are utilized to guide the reverse process, and three
sets of degradation models are optimized along the reverse pro-
cess.

Algorithm 1: GDP-xt: Conditioner guided dif-
fusion sampling on xt, given a diffusion model
(µθ (xt) ,Σθ (xt)), corrupted image conditioner y.

Input: Corrupted image y, gradient scale s,
degradation model Dϕ with randomly
initiated parameters ϕ, learning rate l for
optimizable degradation model, distance
measure L.

Output: Output image x0 conditioned on y
Sample xT from N (0, I)
for t from T to 1 do

µ,Σ = µθ (xt) ,Σθ (xt)
Ltotal
ϕ,xt

= L(y,Dϕ (xt)) +Q (xt)

ϕ← ϕ− l∇ϕLtotal
ϕ,xt

Sample xt−1 by N
(
µ+ s∇xt

Ltotal
ϕ,xt

,Σ
)

end
return x0

with different distributions, it is necessary to manually se-
lect the optimal guidance scale. However, we found that for
the same distribution of data, an approximate degradation
model may lead to close guidance scales. This phenomenon
may be proved mathematically in future work.
Future works. In future work, in addition to further op-
timizing the time step and variance schedules, it would be
interesting to investigate the following:

(i) The Guided Diffusion Prior can also theoretically be
applied to 3D data restoration. For instance, point cloud
completion and upsampling can be regarded as linear in-
verse problems in 3D vision. Shapeinversion [27] tackles
the point cloud completion by GAN inversion, where the
GDP can hopefully be integrated.

(ii) Moreover, since LiDAR is affected by various kinds

Algorithm 2: GDP-x0: Conditioner guided dif-
fusion sampling on x̃0, given a diffusion model
(µθ (xt) ,Σθ (xt)), corrupted image conditioner y.

Input: Corrupted image y, gradient scale s,
degradation model D, distance measure L.

Output: Output image x0 conditioned on y
Sample xT from N (0, I)
for t from T to 1 do

µ,Σ = µθ (xt) ,Σθ (xt)

x̃0 = xt√
ᾱt
−

√
1−ᾱtϵθ(xt,t)√

ᾱt

Ltotal
x̃0

= L(y,D (x̃0)) +Q (x̃0)

Sample xt−1 by N
(
µ+ s∇x̃0

Ltotal
x̃0

,Σ
)

end
return x0

Algorithm 3: GDP-x0: Conditioner guided dif-
fusion sampling on x0, given a diffusion model
(µθ (xt) ,Σθ (xt)), corrupted images conditioner
{yi | i = 1, 2, . . . , n}.

Input: Corrupted image {yi | i = 1, 2, . . . , n} (n =
3 for HDR recovery (LDR-long image y1,
LDR-medium image y2, LDR-short image
y3) and n = 1 for other tasks), gradient scale
s, degradation models {Dϕi |i = 1, 2, . . . , n}
with randomly initiated parameters
{ϕi|i = 1, 2, . . . , n}, learning rate l for
optimizable degradation model, distance
measure L.

Output: Output image x0 conditioned on
{yi | i = 1, 2, . . . , n}

Sample xT from N (0, I)
for t from T to 1 do

µ,Σ = µθ (xt) ,Σθ (xt)

x̃0 = xt√
ᾱt
−

√
1−ᾱtϵθ(xt,t)√

ᾱt

Ltotal
ϕ,x̃0

= 0

for j from 1 to n do
Lϕj ,x̃0

= L(yj ,Dϕj (x̃0)) +Q (x̃0)
ϕj = ϕj − l∇ϕjLϕj ,x̃0

Ltotal
ϕ,x̃0

= Ltotal
ϕ,x̃0

+ Lϕj ,x̃0

end
Sample xt−1 by N

(
µ+ s∇x̃0Ltotal

ϕ,x̃0
,Σ

)
end
return x0

of weather in the real world and also produces various non-
linear degradations, GDP should also be explored for the
recovery of these point clouds.

(iii) Self-supervised training techniques inspired by our
GDP and techniques used in supervised techniques [17]



Algorithm 4: Restore Any-size Image
Input: Conditioner guided diffusion sampling on x̃0, given a

diffusion model (µθ (xt) ,Σθ (xt)), corrupted image
conditioner y, degradation model Dϕ : y = fx+M
with randomly initiated parameters ϕ, learning rate l for
optimizable degradation model. Dictionary of K
overlapping patch locations, and a binary patch mask Pk .

Output: Output image x0 conditioned on y
Sample xT fromN (0, I)
for t from T to 1 do

µ,Σ = µθ (xt) ,Σθ (xt)
Mean vector Ωt = 0 and variance vector ψt =
0 and weight vector G = 0 and f = 0 and M = 0

for k = 1, . . . ,K do
xk
t = Crop

(
Pk ◦ xt

)
yk = Crop

(
Pk ◦ y

)
Mk = Crop

(
Pk ◦M

)
x̃k
0 =

xk
t√
ᾱt
−

√
1−ᾱtϵθ

(
xk
t ,t

)
√
ᾱt

Ltotal
ϕ,x̃k

0

= L(yk,Dϕ

(
x̃k
0

)
) +Q

(
x̃k
0

)
fk ← fk − l∇fkLtotal

fk,x̃k
0

Mk ←Mk − l∇MkLtotalMk,x̃k
0

µk = µ+ s∇x̃k
0
Ltotal
ϕ,x̃k

0

f = f + fk

Ωt = Ωt +Pk · µk
ψt = ψt +Pk · σk

M = M+Pk ·Mk

G = G+Pk

end
Ωt = Ωt ⊘G //⊘ : element-wise division
ψt = ψt ⊘G
M = M⊘G
f = f/K
Sample xt−1 byN (Ωt, ψt)

end
return Restored any-size image x0

that further improve the performance of unsupervised im-
age restoration models.

B. Implementation Details

We apply GDP to a suite of challenging image restora-
tion tasks: (1) Colorization transforms an input gray-scale
image to a plausible color image. (2) Inpainting fills in
user-specified masked regions of an image with realistic
content. (3) Super-resolution extends a low-resolution im-
age into a higher one. (4) Deblurring corrects the blurred
images, restoring plausible image detail. (5) Enlighting en-
ables the dark images turned into normal images. (6) HDR
image recovery aims to obtain HDR images with the aid
of three LDR images. Inputs and outputs of the first four
tasks are represented as 256 × 256 RGB images, while the
last two tasks are various (1900× 1060 for HDR image re-
covery and 600×400 for image enlightening, respectively).
We do so without task-specific hyperparameter tuning and
architecture customization.

Colorization requires the representation of objects, seg-
mentation, and layouts with long-range image dependen-
cies. Inpainting is challenging due to large masks, image
diversity, and cluttered scenes. Super-resolution and deblur-
ring are also not trivial because the degradation might dam-
age the content of the images. While the other tasks are lin-
ear in nature, low-light enhancement and HDR recovery are
non-linear inverse problems; they require a good model of
natural image statistics to detect and correct over-exposed
and under-exposed areas. Although previous works have
studied these problems extensively, it is rare that a model
with no task-specific engineering achieves strong perfor-
mance in all tasks, beating strong task-specific GAN and
regression baselines. Our GDP is devised to achieve this
goal.

B.1. Dataset briefs

ImageNet, LSUN, CelebA, and USC-SIPI Datasets.
To quantitatively evaluate GDP on linear image restoration
tasks, we test on 1k images from the ImageNet validation
set following [15]. The CelebA-HQ [7] dataset is a high-
quality subset of the Large-Scale CelebFaces Attributes
(CelebA) dataset [10]. LSUN dataset [26] contains around
one million labeled images for each of 10 scene categories
and 20 object categories. And the USC-SIPI dataset [22] is
a collection of various digitized images. We utilize the im-
ages from CelebA, LSUN, and USC-SIPI provided by [6].

LOL Dataset. The LOL dataset [23] is composed of 500
low-light and normal-light image pairs and divided into 485
training pairs and 15 testing pairs. The low-light images
contain noise produced during the photo capture process.
Most of the images are indoor scenes. All the images have
a resolution of 400 × 600.

VE-LOL-L Dataset. For underexposure correction
experiments, we use the paired data of the VE-LOL-L
dataset [9], in which each captured well-exposed image has
its underexposed version with different underexposure lev-
els. Note that the VE-LOL-L dataset, consisting of VE-
LOL-Cap and VE-LOL-Syn, is also carried out. Due to the
different distribution of the two sub-set, we solve them un-
der different guidance scales.

LoLi-Phone Dataset. LoLi-Phone [8] is a large-scale
low-light image and video dataset for low-light image en-
hancement. The images and videos are taken by different
mobile phone cameras under diverse illumination condi-
tions.

NTIRE Dataset [16]. In the NTIRE dataset, there are
1494 LDRs/HDR for training, 60 images for validation, and
201 images for testing. The 1494 frames consist of 26 long
shots. Each scene contains three LDR images, their cor-
responding exposure and alignment information, and HDR
ground truth. The size of an image is 1060 × 1900. Since
the ground truth of the validation and test sets are not avail-
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Figure 5. Illustration of the patch-based method for any-size image restoration.

Figure 6. (a) Illustration of the patch-based image restoration pipeline detailed in Algorithm 4. (b) Illustrating mean estimated noise-
guided sampling updates for overlapping pixels across patches. We demonstrate a simplified example where r = p/2, r is the stride and p
is the patch size of images. And there are only four overlapping patches sharing the grid cell marked with the white border and gratings.
The pixels in this region would be updated at each denoising step t using the mean estimated noise over the four overlapping patches.

able, we only do experiments on the training set. We select
100 images as the test set.

B.2. Experimental Setup

In each inverse problem, the pixel values are in the range
[0,1], and the resulting degradation measures are as follows:
(i) For super-resolution, a block averaging filter is utilized
to downscale the image on each axis 4 times; (ii) In terms
of deblurring, the image is blurred by a 9×9 unified kernel.
(iii) For colorization, the gray-scale image is the average of
the red, green, and blue channels of the original image; (iv)
For inpainting, we cover parts of the original image with

text overlays or randomly delete 25% pixels.
In the non-linear and blind problem, the images from

the low-light dataset and NTIRE dataset are naturally over-
exposed or under-exposed. Therefore, no additional opera-
tions are required for the images.

C. Evaluation Metrics

Apart from the commonly used PSNR and SSIM, other
metrics are also utilized for evaluation: (i) FID [4] is an
objective metric used to assess the quality of synthesized
images. (ii) Consistency [18] measures MSE between the



degraded inputs and the outputs undergoing the same degra-
dation. (iii) Learned perceptual image patch similarity
(LPIPS) [28] is also adopted, a deep feature-based percep-
tual distance metric to further assess the image quality. (iv)
The non-reference perceptual index (PI) [11] is also em-
ployed to evaluate perceptual quality. The PI metric is orig-
inally utilized to measure perceptual quality in image super-
resolution. It has also been used to assess the performance
of other image restoration tasks. A lower PI value indicates
better perceptual quality. (v) The lightness order error
(LOE) [21] is employed as our objective metric to measure
the performance. The definition of LOE is as follows:

LOE =
1

m

m∑
x=1

m∑
y=1

(U(T(x),T(y))⊕ U (Tr(x),Tr(y)))

(1)
where m is the pixel number. The function U(p, q) returns
1 if p >= q, 0 otherwise. ⊕ stands for the exclusive-or
operator. In addition, T(x) and Tr(x) are the maximum
values among R,G and B channels at location x of the en-
hanced and reference images, respectively. The lower the
LOE is, the better the enhancement preserves the natural-
ness of lightness.

D. Further elaboration of the models
GDP-xt. As shown in Fig. 2, the guidance is conditioned
on xt but with the absence of Σ. The noisy images are
gradually denoised during the reverse process. And the xt

undergoing the degradation model is more similar to the
corrupted image. The gradients ∇ of the loss function are
utilized to control the mean of the conditional distribution.
GDP-x0. To make a clear comparison, we also illustrate
the GDP-x0 in Fig. 3, and Algorithm 2 in the main paper.
Different from the GDP-xt, GDP-x0 will predict the inter-
mediate variance x̃0 from the noisy image xt by estimating
the noise in xt, which can be directly inferred when given
the xt in every time steps t. Then the predicted x̃0 goes
through the same degradation as input to obtain x̂0. Note
that the degradation might be unknown. Then the loss be-
tween the x̂0 and the corrupted image y, the gradients will
be applied to optimize the unknown degradation models and
sample the next step latent xt−1.
HDR-GDP-x0. As depicted in Fig. 4, and Algorithm 3,
there are three images to guide the reverse process. As a
blind problem, we randomly initiate three sets of the pa-
rameters of the degradation models. At every time step,
x̃0 will undergo the three degradation models Di, respec-
tively. Unlike GDP-x0, the gradients of the three losses are
used to optimize the corresponding degradation model and
all leveraged to sample the next step latent xt−1.
Hierarchical Guidance and Patch-based Methods. As
vividly illustrated in Fig. 5 and 6, we resize the corrupted
images y ∈ R3×H×W to y ∈ R3×256×W or 3×H×256, then

apply the patch-based methods [14] on the reshaped im-
ages. Following that, the light masks M are interpolated
to the original image size to obtain the M, which can be
regarded as the global light shift. After, the light factor f
and the light mask M will be fixed and utilized to generate
the image patches of the original images, which will be fi-
nally recombined as the output images. In our experiments,
low-light enhancement and HDR recovery problems can be
tackled by this strategy.

E. Further Ablation Study on the Guidance
To gain insight into the way of guidance, apart from

GDP-xt and GDP-x0, two more variants GDP-xt-v1 and
GDP-x0-v1 are devised for comparison.

The main difference among these four variants is the way
of mean shift. The mean shift of four variants can be written
as follow:

GDP-x0 : µ̃t (xt, x̃0) =
√
ᾱt−1βt

1− ᾱt
x̃0 +

√
αt (1− ᾱt−1)

1− ᾱt
xt + s∇x̃0Ltotal

x̃0

GDP-xt : µ̃t (xt, x̃0) =
√
ᾱt−1βt

1− ᾱt
x̃0 +

√
αt (1− ᾱt−1)

1− ᾱt
xt + s∇xt

Ltotal
xt

GDP-x0-v1 : µ̃t (xt, x̃0) =
√
ᾱt−1βt

1− ᾱt
(x̃0 + s∇x̃0

Ltotal
x̃0

) +

√
αt (1− ᾱt−1)

1− ᾱt
xt

GDP-xt-v1 : µ̃t (xt, x̃0) =
√
ᾱt−1βt

1− ᾱt
x̃0 +

√
αt (1− ᾱt−1)

1− ᾱt
(xt + s∇xtLtotal

xt
).

(2)

where GDP-x0 directly add the mean shift s∇x0
Ltotal
x0

into
µ̃t (xt, x̃0) without the coefficient

√
ᾱt−1βt

1−ᾱt
, compared with

GDP-x0-v1.
It is experimentally found that GDP-x0 and GDP-xt ful-

fills better performance on four linear tasks than GDP-x0-
v1 and GDP-xt-v1 in Table. 2.

F. The ELBO objective of GDP
GDP is a Markov chain conditioned on y, resulting in

the following ELBO objective [20]:

Ex0∼q(x0),y∼q(y|x0) [log pθ (x0 | y)] ≥

− E

[
T−1∑
t=1

KL
(
qt (xt | xt+1,x0,y) ∥ptθ (xt | xt+1,y)

)]
+ E

[
log p0θ (x0 | x1,y)

]
− E

[
KL

(
qT (xT | x0,y) ∥pTθ (xT | y)

)]
(3)

where q (x0) denotes the data distribution, q (y | x0) in
the main paper, the expectation on the right-hand side is



Table 1. The guidance scales and the number of optimization per time step on the various tasks. Note that these parameters may not
be optimal due to the infinite number of possible combinations.

Tasks Dataset Guidance scale
The number of optimization

per time step

4× Super-resolution ImageNet [15] 2E+03 6
Deblurring ImageNet [15] 6E+03 6
25% Inpainting ImageNet [15] 4E+03 6
Colorization ImageNet [15] 6E+03 6
Low-light enhancement LOL dataset [23] 1E+05 6
HDR recovery NTIRE dataset [16] 1E+05 1

Table 2. The performance of ablation studies on the way of guidance. We compare four ways of guidance in terms of FID.

FID 4x super-resolution Deblur 25% Inpainting Colorization

GDP-xt-v1 108.06 88.52 113.47 102.37
GDP-x0-v1 44.16 10.35 37.32 41.53
GDP-xt 64.67 5.00 20.24 66.43
GDP-x0 38.24 2.44 16.58 37.60

Algorithm 5: GDP-xt-v1 with fixed degradation
model: Conditioner guided diffusion sampling on
xt, given a diffusion model (µθ (xt) ,Σθ (xt)),
corrupted image conditioner y.

Input: Corrupted image y, gradient scale s,
degradation model D, distance measure L,
optional quality enhancement loss Q, quality
enhancement scale λ.

Output: Output image x0 conditioned on y
Sample xT from N (0, I)
for t from T to 1 do

µ,Σ = µθ (xt) ,Σθ (xt)

x̃0 = xt√
ᾱt
−

√
1−ᾱtϵθ(xt,t)√

ᾱt

Ltotal
xt

= L(y,D (xt)) +Q (xt)
xt ← xt − s∇xt

L (y,D (xt))
Sample xt−1 by q (xt−1 | xt, x̃0) =

N
(
xt−1; µ̃t (xt, x̃0) , β̃tI

)
,

where
µ̃t (xt, x̃0) =

√
ᾱt−1βt

1−ᾱt
x̃0 +

√
αt(1−ᾱt−1)

1−ᾱt
xt

and β̃t =
1−ᾱt−1

1−ᾱt
βt

end
return x0

given by sampling x0 ∼ q (x0) ,y ∼ q (y | x0) ,xT ∼
qT (xT | x0,y), and xt ∼ qt (xt | xt+1,x0,y) for t ∈
[1, T − 1].

Algorithm 6: GDP-x0-v1: Conditioner guided
diffusion sampling on x̃0, given a diffusion model
(µθ (xt) ,Σθ (xt)), corrupted image conditioner y.

Input: Corrupted image y, gradient scale s,
degradation model D, distance measure L.

Output: Output image x0 conditioned on y
Sample xT from N (0, I)
for t from T to 1 do

µ,Σ = µθ (xt) ,Σθ (xt)

x̃0 = xt√
ᾱt
−

√
1−ᾱtϵθ(xt,t)√

ᾱt

Ltotal
x̃0

= L(y,D (x̃0)) +Q (x̃0)

x̃0 ← x̃0 − s∇x̃0
Ltotal
x̃0

Sample xt−1 by q (xt−1 | xt, x̃0) =

N
(
xt−1; µ̃t (xt, x̃0) , β̃tI

)
,

where
µ̃t (xt, x̃0) =

√
ᾱt−1βt

1−ᾱt
x̃0 +

√
αt(1−ᾱt−1)

1−ᾱt
xt

and β̃t =
1−ᾱt−1

1−ᾱt
βt

end
return x0

G. Sampling with DDIM

To accelerate the sampling strategy, GDP follows [12]
to use DDIM, which skipping steps in the reverse pro-
cess to speed up the DDPM generating process. We ap-
ply this method to the ImageNet dataset on the four tasks.
We set the T=20 in the sampling process, while DDRM
also utilizes the same time steps for a fair comparison.



As shown in Table 3, our GDP-x0-DDIM(20) outperforms
DDRM(20) on consistency and FID across four tasks. Al-
though DDRM(20) obtains better PSNR and SSIM than our
GDP-x0-DDIM(20), the qualitative results of DDRM(20)
are still worse than our GDP-x0-DDIM(20), which can be
seen from Figs. 7 and 8. Previous work [1–3, 18] demon-
strated that these conventional automated evaluation mea-
sures (PSNR and SSIM) do not correlate well with human
perception when the input resolution is low, and the magni-
fication is large. This is not surprising since these metrics
tend to penalize any synthesized high-frequency detail that
is not perfectly aligned with the target image.

H. Image Guidance
A conditioner p(y | x) is exploited to improve a dif-

fusion generator. Specifically, we can utilize a condi-
tioner pϕ (y | xt, t) on input images, and then use gradients
∇xt log pϕ (y | xt, t) to guide the diffusion sampling pro-
cess towards a given the degraded images y.

In this section, we will describe how to use such con-
ditioners to improve the quality of sampled images. The
notation is chosen as pϕ (y | xt, t) = pϕ (y | xt) and
ϵθ (xt, t) = ϵθ (xt) for brevity. Note that they refer to sep-
arate functions for each time step t.

H.1. Conditional Reverse Process

Assume a diffusion model with an unconditional reverse
noising process pθ (xt | xt+1). In image restoration and
enhancement, the corrupted inputs can be regarded as con-
ditions. Therefore, we regard y as the input images, and xt

as the generated images in time step t. Then, the conditioner
is formulated as follows:

pϕ (y | xt) =
1

K
exp (−L (y,D (xt))) , (4)

where D represents the degradation function, L stands for
Mean Square Error together with optional Quality Enhance-
ment Loss, and K is an arbitrary constant. In order to con-
dition this on the input corrupted image y, it is sufficient to
sample each transition based on the following:

pθ,ϕ (xt | xt+1,y) = Cpθ (xt | xt+1) pϕ (y | xt) (5)

where C denotes a normalizing constant. It is typically in-
tractable to sample from this distribution exactly, but Sohl-
Dickstein et al. [19] show that it can be approximated as a
perturbed Gaussian distribution. Sampling accurately from
this distribution is often tricky, but Sohl-Dickstein et al. [19]
prove that it could be approximated as a perturbed Gaussian
distribution. It is formulated that the diffusion model sam-
ples the previous time step xt from time step xt+1 via a
Gaussian distribution:

pθ (xt | xt+1) = N (µ,Σ) (6)

log pθ (xt | xt+1) = −
1

2
(xt − µ)T Σ−1 (xt − µ) + Z

(7)
We can assume that logϕ p (y | xt) owns low curvature
when compared with Σ−1. This assumption is reasonable
under the constraint that the infinite diffusion step, where
∥Σ∥ → 0. Under the circumstances, log pϕ (y | xt) can be
approximated via a Taylor expansion around xt = µ as:

log pϕ (y | xt) ≈ log pϕ (y | xt)|xt=µ

+ (xt − µ)∇xt log pϕ (y | xt)|xt=µ

= (xt − µ) g + Z1

(8)

Here, g = ∇xt log pϕ (y | xt) ∥xt=µ, and Z1 is a constant.
We can replace the g with Eq. 4 as follows:

log p (y | xt) = −L (y,D (xt))− logK (9)
g = ∇xt

log p (y | xt) = −∇xt
L (y,D (xt)) (10)

This gives:

log (pθ (xt | xt+1) pϕ (y | xt))

≈ −1

2
(xt − µ)T Σ−1 (xt − µ) + (xt − µ) g + Z2

= −1

2
(xt − µ− Σg)T Σ−1 (xt − µ− Σg) +

1

2
gTΣg + Z2

= −1

2
(xt − µ− Σg)T Σ−1 (xt − µ− Σg) + Z3

= log p(z) + Z4, z ∼ N (µ+Σg,Σ)
(11)

where the constant term C4 could be safely ignored because
it is equivalent to the normalizing coefficient Z in Eq. 5.
Thus, we find that the conditional transition operator can
be approximated by a Gaussian similar to the unconditional
transition operator, but with a mean shifted by Σg. More-
over, an optional scaling factor s is included for gradients,
which will be described in more detail in Sec. H.3. How-
ever, it is experimentally found that this guidance way might
not be effective enough, where our GDP-x0 is systemati-
cally studied.

H.2. Conditional Diffusion Process

Here, we figure out that conditional sampling can
be fulfilled with a transition operator proportional to
pθ (xt | xt+1) pϕ (y | xt), where pθ (xt | xt+1) approxi-
mates q (xt | xt+1) and pϕ (y | xt) approximates the dis-
tribution of the input for a noised sample xt.

A conditional Markovian noising process q̂ is similar to
q. And q̂ (y | x0) is assumed as a known and readily avail-



Table 3. The performances of DDRM (20) and GDM-x0-DDIM(20) towards the four tasks on ImageNet 1k. The DDIM sample steps
are all set to 20 to make a fair comparison.

Task 4× super resolution Deblur 25% Impainting Colorization
PSNR SSIM Consistency FID PSNR SSIM Consistency FID PSNR SSIM Consistency FID PSNR SSIM Consistency FID

DDRM(20) [6] 26.53 0.784 19.39 40.75 35.64 0.978 50.24 4.78 34.28 0.958 4.08 24.09 22.12 0.924 38.66 47.05
GDP-x0-DDIM(20) 23.77 0.623 9.24 39.46 24.87 0.683 44.39 3.66 30.82 0.892 7.10 19.70 21.13 0.840 37.33 41.38

Table 4. The time comparison of GDP-x0-DDIM(20) and GDP-x0 on 4x super-resolution. These experiments are compared on Tesla
A100.

Guidance scale Total steps Guidance times per steps Generation time per image

GDP-x0 w.o. DDIM 2e3 1000 6 69.55
GDP-x0-DDIM(20) w. DDIM 22e5 20 20 1.74

able degraded images distribution for each sample.

q̂ (x0) := q (x0) (12)
q̂ (y | x0) := Corrupted input image per sample

(13)

q̂ (xt+1 | xt,y) := q (xt+1 | xt) (14)

q̂ (x1:T | x0,y) :=
T∏

t=1

q̂ (xt | xt−1,y) (15)

Assuming that the noising process q̂ is conditioned on
y, we can reveal that q̂ behaves exactly like q when not
conditioned on y. According to this idea, we first derive the
unconditional noising operator q̂ (xt+1 | xt) :

q̂ (xt+1 | xt) =

∫
y

q̂ (xt+1,y | xt) dy (16)

=

∫
y

q̂ (xt+1 | xt,y) q̂ (y | xt) dy (17)

=

∫
y

q (xt+1 | xt) q̂ (y | xt) dy (18)

= q (xt+1 | xt)

∫
y

q̂ (y | xt) dy (19)

= q (xt+1 | xt) (20)
= q̂ (xt+1 | xt,y) (21)

Similarly, the joint distribution q̂ (x1:T | x0) can be written

as:

q̂ (x1:T | x0) =

∫
y

q̂ (x1:T ,y | x0) dy (22)

=

∫
y

q̂ (y | x0) q̂ (x1:T | x0,y) dy (23)

=

∫
y

q̂ (y | x0)

T∏
t=1

q̂ (xt | xt−1,y) dy

(24)

=

∫
y

q̂ (y | x0)

T∏
t=1

q (xt | xt−1) dy (25)

=
T∏

t=1

q (xt | xt−1)

∫
y

q̂ (y | x0) dy (26)

=
T∏

t=1

q (xt | xt−1) (27)

= q (x1:T | x0) (28)

q̂ (xt) can be derived by using Eq. 28 as follows:

q̂ (xt) =

∫
x0:t−1

q̂ (x0, . . . ,xt) dx0:t−1 (29)

=

∫
x0:t−1

q̂ (x0) q̂ (x1, . . . ,xt | x0) dx0:t−1 (30)

=

∫
x0:t−1

q (x0) q (x1, . . . ,xt | x0) dx0:t−1 (31)

=

∫
x0:t−1

q (x0, . . . ,xt) dx0:t−1 (32)

= q (xt) (33)

It is proved by Bayes rule that the unconditional reverse
process q̂ (xt | xt+1) = q (xt | xt+1) when using the iden-
tities q̂ (xt) = q (xt) and q̂ (xt+1 | xt) = q (xt+1 | xt).

Note that q̂ is able to produce an input function
q̂ (y | xt). It is shown that this distribution of the input does



Table 5. The quantitative comparison of performance on CelebA.

CelebA 4x SR Deblur 25% Inpainting
PSNR SSIM Consistency FID PSNR SSIM Consistency FID PSNR SSIM Consistency FID

DDRM 29.50 0.863 6.82 87.71 36.51 0.98 35.91 14.30 31.99 0.918 0.47 69.46
GDP-xt 29.19 0.847 14.11 94.98 27.35 0.81 34.87 9.97 36.19 0.963 1.94 22.53
GDP-x0 30.26 0.868 5.33 46.64 28.66 0.83 32.66 4.50 37.70 0.972 0.51 11.62

Table 6. The quantitative comparison of results on LSUN bedroom.

LSUN Bedroom 4x SR Deblur 25% Inpainting Colorization
Consistency FID Consistency FID Consistency FID Consistency FID

DDRM 20.33 40.12 43.78 10.16 5.33 22.49 35.16 45.22
GDP-xt 70.46 58.62 46.90 12.50 9.33 20.63 66.88 57.13
GDP-x0 7.66 36.94 42.28 9.51 6.77 18.34 33.51 34.59

not depend on xt+1 (the noisy version of xt), we will dis-
cuss this fact later by exploiting:

q̂ (y | xt,xt+1) = q̂ (xt+1 | xt,y)
q̂ (y | xt)

q̂ (xt+1 | xt)
(34)

= q̂ (xt+1 | xt)
q̂ (y | xt)

q̂ (xt+1 | xt)
(35)

= q̂ (y | xt) (36)

In this way, the conditional reverse process can be derived
as:

q̂ (xt | xt+1,y) =
q̂ (xt,xt+1,y)

q̂ (xt+1,y)
(37)

=
q̂ (xt,xt+1,y)

q̂ (y | xt+1) q̂ (xt+1)
(38)

=
q̂ (xt | xt+1) q̂ (y | xt,xt+1) q̂ (xt+1)

q̂ (y | xt+1) q̂ (xt+1)
(39)

=
q̂ (xt | xt+1) q̂ (y | xt,xt+1)

q̂ (y | xt+1)
(40)

=
q̂ (xt | xt+1) q̂ (y | xt)

q̂ (y | xt+1)
(41)

=
q (xt | xt+1) q̂ (y | xt)

q̂ (y | xt+1)
(42)

where the q̂ (y | xt+1) can be treated as a constant because
it does not depend on xt+1. Therefore, we want to sam-
ple from the distribution Cq (xt | xt+1) q̂ (y | xt) where
C denotes the normalization constant. We already have
a neural network approximation of q (xt | xt+1) called
pθ (xt | xt+1), so the rest is q̂ (y | xt) that can be obtained
by computing a conditioner pϕ (y | xt) on noised images
xt derived by sampling from q (xt).

H.3. Scaling Conditioner Gradients

The conditioner is incorporated into the sampling pro-
cess of the diffusion model using Eq. 11. To unveil
the effect of scaling conditioner gradients, note that s ·
∇x log p(y | x) = ∇x log 1

K p(y | x)s, where K is an
arbitrary constant. Thus, the conditioning process is still
theoretically based on the re-normalized distribution of the
input proportional to p(y | x)s. If s > 1, this distribution
becomes sharper than p(y | x) because larger values are
exponentially magnified. Therefore, using a larger gradient
scale to focus more on the modes of the conditioner may
be beneficial in producing higher fidelity (but less diverse)
samples. In this paper, due to the observation that Σ might
exert a negative influence on the quality of images. There-
fore, with the absence of the Σ, the guidance scale can be
a variable scale ŝ, where s = Σŝ. Thanks to this variable
scale ŝ, the quality of images can be promoted

I. Additional Results on Linear inverse prob-
lems

We provide additional figures below showing GDP’s ver-
satility across different datasets and linear inverse prob-
lems (Figures 9, 10, 11, 12), and 14). We present more
uncurated samples from the ImageNet experiments in Fig-
ures 13, 15, 16, 17, 18, and 19. Moreover, our GDP is also
able to recover the corrupted images that undergo multi-
linear degradations, as shown in Fig. 20

J. Additional Results on Low-light Enhance-
ment

In addition to the linear inverse problems, we further
show more samples on the blind and non-linear task of low-
light enhancement. As shown in 21, 24, and 26, our GDP



Table 7. The weight of reconstruction loss and quality enhancement loss.

MSE loss Exposure Control Loss Color Constancy Loss Illumination Smoothness Loss

Colorization 1 0 500 0
Low-light Enhancement 1 1/100 1/200 1
HDR recovery 1 1/100 1/200 1

performs well under the three datasets, including LOL, VE-
LOL-L, and LoLi-phone, indicating the effectiveness of
GDP under the different distributions of the images. More-
over, we also compare the GDP with other methods on the
three datasets. As seen in 23, and 25, GDP-x0 is able to gen-
erate more satisfactory images than other supervised learn-
ing, unsupervised learning, self-supervised, and zero-shot
learning methods. Note that GDP-xt tends to yield images
lighter than the ones generated by GDP-x0. Furthermore,
GDP can adjust the brightness of generated images by the
Exposure Control Loss. As shown in 22, users can change
the gray level E in the RGB color space to obtain the target
images with specific brightness.

K. Additional Results on HDR Recovery
As shown in 28, our HDR-GDP-x0 is capable of adjust-

ing the over-exposed and under-exposed areas of the pic-
ture in various scenes. It is noted that since the model used
by GDP is pre-trained on ImageNet, the tone of the gen-
erated picture will be slightly different from ground truth
images. Moreover, we also show more samples compared
with the state-of-the-art methods, including AHDRNet [25],
HDR-GAN [13], DeepHDR [24] and deep-high-dynamic-
range [5]. As seen in Fig. 29, our HDR-GDP-x0 can recover
more realistic images with more details.

L. Additional Results on Ablation Study
The visualization comparisons of the ablation study on

the trainable degradation and the patch-based tactic are
shown in Figs. 30 and 31. It is shown that Model A fails
to generate high-quality images due to the interpolation op-
eration, while Model B generates images with more arti-
facts because of the naive restoration. Model C predicts the
outputs in an uncontrollable way thanks to the randomly
initiated and fixed parameters.
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Figure 7. More samples from the 4 × super-resolution task of GDP-x0-DDIM (20) compare with DDRM (20) on 256 × 256
ImageNet 1K. The generated images by the DDRM (20) are still blurred, while our proposed GDP-x0 with 20 steps of DDIM sam-
pling can restore more details.
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Figure 8. More samples from the deblurring task of GDP-x0-DDIM (20) compare with DDRM (20) on 256 × 256 ImageNet 1K.
Our GDP-x0-DDIM (20) can recover more details than DDRM (20) under the same DDIM steps.
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Figure 9. 4 × super-resolution results of DDRM, GDP-xt, and GDP-x0 on CelebA face images. Compared with GDP-xt and DDRM,
GDP-x0 can restore more realistic faces, such as the wrinkles on the faces, systematically demonstrating the superiority of the guidance on
x0 protocol.
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Figure 10. Deblurring results of DDRM, GDP-xt, and GDP-x0 on LSUN bedroom images.
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Figure 11. Pairs of degraded and recovered 256 × 256 CelebA face images with a GDP-x0. Three tasks including 25% inpainting,
deblurring and 4 × super-resolution are vividly depicted.
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Figure 12. Pairs of degraded and recovered 256 × 256 LSUN bedroom images with a GDP-x0. We show more samples under the
25% inpainting, colorization, deblurring and 4 × super-resolution.



Low-res GDP-xt GDP-x0 Original Low-res GDP-xt GDP-x0 Original

Figure 13. Uncurated samples from the 4 × super-resolution task on 256 × 256 ImageNet 1K.



Low-res DDRM GDP-x0 Original

Figure 14. More samples from the 4 × super-resolution task compare with DDRM on 256 × 256 ImageNet 1K. As we mentioned
above, DDRM adds guidance on the xt, leading to the less satisfactory results than our GDP-x0.



Blurred GDP-xt GDP-x0 Original Blurred GDP-xt GDP-x0 Original

Figure 15. Uncurated samples from the deblurring task on 256 × 256 ImageNet 1K.
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Figure 16. Uncurated samples from the 10% inpainting task on 256 × 256 ImageNet 1K.
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Figure 17. Uncurated samples from the 25% inpainting task on 256 × 256 ImageNet 1K.
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Figure 18. Uncurated samples from the inpainting task on 256 × 256 ImageNet 1K.
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Figure 19. Uncurated samples from the inpainting task on 256 × 256 ImageNet 1K.



Gray + Blur (3)

Output

Gray + 
10 % inpainting

Output

Gray + 
2x Super resolution

Output

Figure 20. Samples from the multi-degradation tasks on 256 × 256 ImageNet 1K. It is shown that GDP can recover the corrupted
images undergoing multiple degradations, such as gray + blur, gray + inpainting, and gray + down-sampling. It is noted that multi-linear
degradation should be only one degradation model that will damage the contents of the images. In other words, the restoration will be more
difficult if two content-damaged degradations occur at the same time, such as down-sampling + mask.
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Figure 21. Results of low-light image enhancement on LOL dataset.
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Figure 22. Results of light control on LOL dataset. We can adjust the brightness of the generated images with the help of Exposure
Control Loss. Users can adjust the gray level E in the RGB color space to obtain the images according to their needs.
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Figure 23. The comparison of our GDP and other methods on the LOL datasets towards low-light enhancement.
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Figure 24. Results of low-light image enhancement on VE-LOL-L dataset.
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Figure 25. The comparison of our GDP and other methods on the VE-LOL-L datasets towards low-light enhancement.
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Figure 26. Results of low-light image enhancement on LoLi-Phone dataset.
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Figure 27. The comparison of our GDP and other methods on the LoLi-phone datasets towards low-light enhancement.
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Figure 28. Results of HDR image recovery on NTIRE2021 dataset.
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Figure 29. The comparison of HDR image recovery on NTIRE2021 dataset.
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Model B
Naïve restoration

Model C
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Figure 30. Qualitative comparison of ablation study on LOL dataset. Model A recovers the images in 256×N or 256×N sizes and is
interpolated by the nearest neighbor to the original size. Model B is devised to naively restore the images from patches and patches where
the parameters are not related. Model C is designed with fixed parameters for all patches in the images.
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Figure 31. Qualitative comparison of ablation study on NTIRE2021 dataset.
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