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Overview

In the supplementary material, we provide additional details for the main paper:

- More discussions of top-k selector in our proposed model, MIST, in Sec. A.
- More details of experimental settings in Sec. B.
- More experimental results in Sec. C.
- More visualizations of prediction results in Sec. D.

A. More Discussions of Top-k Selector

As illustrated in the main paper, MIST calculates multi-modal attention between segment/patch features and question features, then performs top-k hard selection over segment/patch features. Commonly used hard selection, such as argmax or top-k selection functions, will stop the back-propagation of gradients and affect the training of the attention module. Thus, we use the Gumbel-Softmax trick to perform the differentiable hard selection. Note that the standard Gumbel-Softmax trick is designed for top-1 selection, and extending it to top-k selection is still an open problem.

The core of extending Gumbel-softmax to top-k selection is multiple sampling. The main difference between different implementations is whether sample with replacement. Many previous works \cite{6, 7, 12} for sequence generation tasks choose to sample without replacement to generate diverse sequences, i.e., sampling the first element, then renormalizing the remaining probabilities to sample the next element, etcetera. But as also mentioned in their papers, sampling without replacement means that the inclusion probability of element $i$ is not proportional to $p_i$. For an extreme example, if we sample $k = n$ elements, all elements are included with probability 1. It may affect their word sequence generation tasks a little, because the number of candidate words in each step is usually much larger than top-k, so all top-k choices could be plausible. However, for our targeted long-form VideoQA task, the model needs only to select the segment related to the question. And in some cases, the question could only involve one segment. Thus, we expect the model learns to enhance the most related segment in such cases by re-sampling it, instead of forcing it to select an irrelevant segment.

B. More Details about Experiment Setting

Evaluation Metrics. In the main paper, we evaluate our method on AGQA v2 \cite{5}, NExT-QA \cite{15}, STAR \cite{14}, and Env-QA \cite{3}. In the supplement, we additionally evaluate MIST on AGQA v1 \cite{4}. For the AGQA v1/v2, NExT-QA, and STAR, we follow their paper using the QA accuracy as the metric, i.e., if the answer is the same as the ground truth, then the model gets 1 score; otherwise gets 0. For Env-QA, we follow the dataset paper that first decomposes the phrase answer into several parts, called role-value format, then uses an IOU-like score to evaluate the similarity between the prediction and ground truth.

Implementation Details. For the Image Encoder in MIST, due to the slightly insufficient alignment ability between the patch feature of the original CLIP and text features, in all experiments, the patch features were obtained by dividing the image into $4 \times 4$ patches and then sending them separately to CLIP. As illustrated in Sec. 3.3 of the main paper, we calculate the similarity between the answer candidates and the combining feature of video and question to predict the answer. For AGQA v1/v2, NExT-QA, and STAR, the answer prediction follows the above-mentioned method. But for Env-QA, since the model needs to predict a set of role-value answers, we slightly modify the answer prediction module, i.e., plug a set of classifiers to predict the answer in each role. Then, we sum the losses of all classifiers to train the whole model.

C. Experimental Results

Performances on AGQA v1. Since the dataset creators \cite{4} of AGQA recommend using its v2 version, we evaluated our method and conducted ablation studies on AGQA v2 in the main paper. Here, we report the results on AGQA v1 to compare with some recent works \cite{9, 11, 16} which didn’t report their results on AGQA v2.
From the results in Table 1, we can see that MIST outperforms state-of-the-art methods by a large margin. Compared to the previous SOTA, which uses the same feature, i.e., Temp[ATP], MIST obtains about 4% performance boost. In addition, [9,11] proposed specific designs, such as modular networks and dependency attention modules, tailored to compositional questions in AGQA. MIST achieves better compositional reasoning ability with a more general design for long-form video QA.

Comparison of Different Top-k Selectors. We try different top-k selectors to show the effect of different implementations:

- **G-S w. Replacement**: We sample the region features of Top\(k\) segments by sampling segment indexes with replacement Top\(k\) times. It is our default setting in the main paper.
- **G-S w/o. Replacement**: We sample the region features of Top\(k\) segments by sampling segment indexes without replacement Top\(k\) times. Specifically, after each selection, the probabilities of selected segments on next round sampling are set to 0.
- **Non-params. Attention**: Another naive solution for addressing training issue of attention module is to propose a non-parametric attention module. Specifically, the selector decides whether a certain segment should be selected based on the matching score of its pre-trained visual feature and the given question feature. The pretrained feature already has a certain matching ability. Thus, we first normalize the pre-trained visual features and question features, then perform a dot product to obtain the attention score. Note that there is one limitation for this model, because the attention strategy cannot be trained, so no matter how many iterations, the selected segments are all the same. So, this variant has only one layer of ISTA.

From the results in Table 2, we can see that sampling with replacement slightly outperforms the one without replacement. This may be because of the issue we mentioned in Sec A, i.e., sampling without replacement may introduce some irrelevant segments that disturb the reasoning. In addition, we can see that Non-params. Attention achieves similar performance with G-S w. Replacement with 1 ISTA layer, but is worse than G-S w. Replacement with 2 ISTA layers. It indicates that pre-trained features do already have a certain matching ability, but we need to modify it to support iterative attention.

D. More Visualizations of MIST

In the Figure 1, we show more visualizations of the prediction results of MIST. It can be seen that our model can select video clips and image regions relevant to the question. We also find the model to be wrong in the following cases: 1) The object is partially visible, and the model needs to infer what the object is from the video context. For example, in Q3, a partially visible lady puts the box aside at the beginning of the video. The lady is fully visible only in the latter frames. So, given a question requiring locating segments where a lady appears in the beginning, the model incorrectly finds the segment with a fully visible lady. 2) The video contains a large number of similar events. It is hard for our model to distinguish these subtle differences. In Q5, the boy first stirs the food in the pot, then the lady takes over the stirrer, and the boy pulls the lady’s arm to want to get the stirrer back. All these events are quite similar, and it is still relatively hard to locate the correct segments with the given question.

### Table 1. QA accuracies of state-of-the-art methods on AGQA v1 test set.

<table>
<thead>
<tr>
<th>Method</th>
<th>Binary</th>
<th>Open</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSAC [10]</td>
<td>54.19</td>
<td>27.20</td>
<td>40.40</td>
</tr>
<tr>
<td>HCRN [8]</td>
<td>58.11</td>
<td>37.18</td>
<td>47.42</td>
</tr>
<tr>
<td>HME [2]</td>
<td>59.77</td>
<td>36.23</td>
<td>47.74</td>
</tr>
<tr>
<td>DualVGR [13]</td>
<td>55.48</td>
<td>40.75</td>
<td>47.80</td>
</tr>
<tr>
<td>HQGA [16]</td>
<td>56.15</td>
<td>39.49</td>
<td>47.48</td>
</tr>
<tr>
<td>DSTN-E2E [11]</td>
<td>57.38</td>
<td>42.43</td>
<td>49.60</td>
</tr>
<tr>
<td>Temp[ATP] [1]</td>
<td>59.60</td>
<td>49.16</td>
<td>54.17</td>
</tr>
<tr>
<td>MIST - CLIP</td>
<td>63.36</td>
<td>53.51</td>
<td>58.26</td>
</tr>
</tbody>
</table>

### Table 2. QA accuracies of MIST with different top-k selectors on AGQA v2 test set.

<table>
<thead>
<tr>
<th>Method</th>
<th># of ISTA layer</th>
<th>Binary</th>
<th>Open</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>G-S w/o.Replacement</td>
<td>2</td>
<td>58.28</td>
<td>50.56</td>
<td>54.39</td>
</tr>
<tr>
<td>G-S w. Replacement</td>
<td>2</td>
<td>57.68</td>
<td>50.06</td>
<td>53.84</td>
</tr>
<tr>
<td>G-S w. Replacement</td>
<td>1</td>
<td>56.84</td>
<td>49.18</td>
<td>52.98</td>
</tr>
<tr>
<td>Non-params. Attention</td>
<td></td>
<td>56.34</td>
<td>49.52</td>
<td>52.91</td>
</tr>
</tbody>
</table>

### References


Q1: While throwing something on the object they were standing on, what did they close?  
*Prediction: laptop*  
*Ground Truth: laptop*

Q2: Which object were they opening before holding a shoe but after standing up?  
*Prediction: closet*  
*Ground Truth: closet*

Q3: What did the lady do after she closed the box in front of her at the beginning of the video?  
*Prediction: A3*  
*Ground Truth: A2*

Q4: How does the child react after the woman takes over the stirrer?  
*Prediction: A2*  
*Ground Truth: A3*

Q5: Which object was closed by the person?  
*Prediction: A0*  
*Ground Truth: A2*

Q6: Which object did the person take after they closed the door?  
*Prediction: A3*  
*Ground Truth: A3*

Figure 1. **Qualitative results of MIST**. We visualize its prediction results along with spatial-temporal attention, where the frames with purple and red outlines indicate the highest temporal attention score in the first and second ISTA layers, respectively.


