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1. Details of MMG-Ego4D Dataset
Dataset Statistic. MMG-Ego4D comprises 79 classes,
composed of 65 base classes and 14 novel classes. Fig. 1
shows the final distribution of data points per label in base
classes and novel classes. The base and novel classes’
names are listed in class name.json.
Why Ego4D? We illustrate why we choose Ego4D [5]
other than other datasets as our source dataset. We focus
on egocentric activities captured by head-mounted devices
(applications in AR/VR). In this context, IMU, audio, and
video are relevant modalities. The MMAct dataset provides
IMU data from legs and hands but not from head move-
ments, and does not include audio. The EPIC-KITCHENS
dataset does not contain IMU data. MMAct [6] and EPIC-
KITCHENS [2] have limited scenes, whereas Ego4D of-
fers diverse environments and an aligned large unlabelled
dataset for unsupervised training. See the table below:

Dataset Modalities Unlabeled
Data

Scene
Diversity

Video Audio IMU (head motion)

MMAct [6] ✓ × ×† × 4 scenes
EPIC-KITCHENS [2] ✓ ✓ × × kitchen only

Ego4D [5] ✓ ✓ ✓ ✓ diverse

Table 1. Datasets comparison. † IMU is captured from motion of hands
and legs.

2. Implementation Details
2.1. Data processing

We follow the standard protocol for processing the input
modalities. The number of input video frames is 16. We
applied random augmentation [1] and random erasing [8]
to the input video during training. Video frames are parti-
tioned into non-overlapping spatiotemporal voxels and pro-
jected into an embedding space using a linear layer [3].
Audio is converted into a time-frequency (spectrogram) do-
main with a dimension of 503× 64. We use frequency/time
masking [7] as the audio data augmentation during training.

*Equal contribution
†Work done during an internship at Meta Reality Lab.

Modality Optimizer Learning Rate Batch Size Epoch

video Adam 1× 10−3 256 196
audio Adam 2× 10−5 256 196
IMU Adam 3× 10−4 256 100

Multimodal Adam 3× 10−4 128 50

Table 2. Hyperparameters for unimodal and multimodal train-
ing.

Audio data is then partitioned into 16×16 non-overlapping
patches and linearly projected to an embedding space [4].
IMU data is 2D time series data, whose shape is 1000 × 6.
IMU data is partitioned into non-overlapping windows of
length 16 and linearly projected to an embedding space.

2.2. Training Details

Unimodal & multimodal training. We summarize the hy-
perparameters for unimodal and multimodal training in Tab.
2. During unimodal training, the network of each modal-
ity is trained independently. In the multimodal supervised
training stage, only the fusion module is trainable, while
other parameters are frozen. Modality drop probability p is
set to 0.6.
Multimodal Meta-training. In the meta-training stage, we
apply SGD optimizer with a learning rate of 2×10−4 to up-
date all parameters of the multimodal network. 16 tasks are
sampled from ego4d base classes at each training iteration.
The model is trained for 40 000 iterations in total.

2.3. Few-shot Evaluation Details

All few-shot results reported in our paper are obtained
via finetune-based evaluation by default, unless explicitly
stated. We perform the evaluation on 10 000 episodes,
which are randomly drawn from novel classes. Each
episode is a 5 way 5 shot task.

References
[1] Ekin D Cubuk, Barret Zoph, Jonathon Shlens, and Quoc V

Le. Randaugment: Practical automated data augmentation
with a reduced search space. In Proceedings of the IEEE/CVF

1



(a) Base Classes (b) Novel classes

Figure 1. Number of data points per class. We show the distribution of data points per label for (a) base classes, and (b) novel classes.
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