In this supplemental document, we describe the experimental setups in detail and show additional experimental results in support of the findings from the main manuscript (Section 1); we further explain the proposed LiDAR simulation method as well as the DSP pipeline (Section 2); and, finally, we review the concept of Pareto optimality and present the proposed optimization method in full (Section 3).
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1. Additional Experimental Details and Results

1.1. Initial Settings for Optimization

In all of this work’s simulated optimization experiments, the initial hyperparameter value was invariably the expert-tuned one. We did not investigate stability with respect to changes in the initial conditions. Note however that losses are noisy; this is briefly discussed in Section 1.4. Loss noisiness injects stochasticity in the optimization.

The simulated LiDAR was manually optimized by grid sampling and this expert-tuned setting was used to train the object detector (Section 1.7). This process revealed that most settings do not provide usable data, demonstrating the tedious nature of manual tuning and further justifying our automated hyperparameter optimization approach.

Finally, for the hardware LiDAR experiment, the expert-tuned parameters were vendor-optimized settings and the initial settings were the ones used to define the ground truth histogram (see Section 1.9).

1.2. LiDAR Depth and Intensity Objectives

Before presenting additional optimization results, we review the point cloud loss functions. We minimize the average RMS depth error and the average RMS intensity error, that is,

$$L_{\text{depth}}(\Theta) = \frac{1}{F} \sum_{f=1}^{F} \text{RMSE}(R_f, \Phi_f(R_f)(\Theta)),$$

and

$$L_{\text{int.}}(\Theta) = \frac{1}{F} \sum_{f=1}^{F} \text{RMSE}(I_f, \Phi_f(I_f)(\Theta)),$$

where $F$ is the number of frames in the validation set. For frame $f$, the RMSE$(R_f, \Phi_f(R_f)(\Theta))$ is the pointwise root mean squared error between the predicted depth $\Phi_f(R_f)(\Theta)$ and its corresponding ground truth $R_f$. Similarly, the RMSE$(I_f, \Phi_f(I_f)(\Theta))$ is the pointwise root mean squared error between the predicted integrated peak intensity $\Phi_f(I_f)(\Theta)$ and corresponding ground truth $I_f$. We refer to Section 2.6 for the details of the computations of $\Phi_f(R,I_f)(\Theta)$, $R_f$ and $I_f$ with our sensing and DSP model. Note that points that would have been marked as “missed” in either the predicted values or ground truth, resulting for example from a beam emitted towards the sky, are considered to have a distance and intensity of 0. The only stochastic component of the loss comes from the modeling of Poisson noise (Eq. (32)). A discussion of its impact on Pareto front computation is found in Section 1.4.

**Computation Time.** Loss evaluation largely dominates optimization run times. On a 6-GPU machine, one depth and intensity optimization run with 3000 loss evaluations requires approx. 6h to converge, four times that for runs with 12,000 loss evaluations. When object detection and classification is included, 10× as many GPUs are required to match these run times. The high cost of evaluating losses is one reason why short run results—the runs with 3000 loss evaluations documented below—are the most important.

1.3. Multi-Objective Optimization of Depth and Intensity Average RMSE

We provide additional rendered results for the depth and intensity MOO experiment presented in Figure 4 of the main document. In Figure 1, we show the individual depth error per point encoded by
Figure 1. Comparison of expert-tuned and MOO optimized (for depth and intensity average RMSE) point clouds with ground truth in a bird’s-eye view. We encode the individual depth error per point with color. Including depth as an optimization objective helps to remove clutter and more accurately resolve structures like facades of buildings.
color. The proposed method achieves significantly lower depth error than the expert-tuned one over the full range. Fine structures, especially, like the facades of buildings, are better resolved.

**Validation Set.** For all depth and intensity optimization runs, the validation set was composed of 10 frames randomly selected from the ones used for the object detector experiment. See Sec.1.7 for more details.

1.4. The $\ell_1$-Norm as Evaluation Metric

As is well known, the $\ell_1$-norm is invariant with respect to equal but opposite changes in pairs of non-negative vector components. We use the $\ell_1$-norm of the loss vector as evaluation metric because the variations of the two loss components $L_{\text{depth}}$ and $L_{\text{int.}}$ are approximately balanced in the case of study, a property which the computation of the Pareto front (see Section 3.1 for a definition) revealed even though there was no reason to suspect it a priori. Nothing about the loss components’ definitions—Equations (1)–(2) above—suggests that it should hold along the Pareto front; PC depth and PC intensity do not even have matching units! The Pareto front for the two losses is shown in the figure that accompanies Table 1 of the main paper. One readily sees that the Pareto front approximately follows a straight line with a slope of $-1$ which shows that the variations of the two losses are commensurate along the Pareto front.

Note that the Pareto front was estimated by aggregating loss data from all experiments and removing Pareto-dominated points. Computing an approximation of the Pareto front by removing dominated points from a limited number of samples ignores loss noisiness. We use a stochastic model for our experiments (sensor noise is modeled randomly, see Eq. (32)). However, loss noisiness appears to be relatively small. In Table 2 below, the difference $\Delta$ between the largest and smallest of three independent loss measurements obtained with expert-tuned LiDAR hyperparameter values, that is, using the same LiDAR configuration every time, is 0.006 for $L_{\text{depth}}$, this loss component ranging from 8.900 to 12.186 for the reported hyperparameter values, and 0.014 for $L_{\text{int.}}$, loss component which ranges between 1.565 and 5.016 in the table. Similar numbers can be extracted from Table 5, which documents separate experiments. We infer that loss noise is small compared to loss variations in our case of study and expect that the main effect, given the large number of loss value samples—hundreds of thousands—which we used to compute the Pareto front, is that most of them are samples which the noise pushed slightly in the “right” direction.

In any case, the $\ell_1$-norm, that is, the convex combination scalarization with unit weights, is generally not recommended for optimization or champion selection because the $\ell_1$-norm is not invariant with respect to rescalings of individual loss components. Other scalarizations which are scale invariant like the stable max-rank loss defined in the main paper, and the (standard deviation) normalized $\ell_1$-norm and the stable $\ell_1$-rank defined in Section 1.6, are likely to be more robust for optimization and champion selection. Given that in our case of study the variations of two loss components are approximately balanced, the $\ell_1$-norm, a simple metric which is distinct and separate from both the scalarizations that drive the proposed optimization method on the one hand, and the proposed champion selection method on the other, was chosen as primary evaluation metric.

In summary, although one should not rely on it without prior information about the respective variations (“gradients”) of loss components, we use the $\ell_1$-norm of the loss vector $L = (L_{\text{depth}}, L_{\text{int.}})$ as evaluation metric because our experiments showed that, in our specific case of study, the loss components are approximately balanced.
**Objective**

<table>
<thead>
<tr>
<th></th>
<th>$\mathcal{L}_{\text{depth}}$ (↓)</th>
<th>$\mathcal{L}_{\text{int.}}$ (↓)</th>
<th>$\ell_1$-norm (↓)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOO on $\mathcal{L}_{\text{depth}}$</td>
<td>8.870</td>
<td>4.925</td>
<td>13.795</td>
</tr>
<tr>
<td>Expert-Tuned</td>
<td>12.115</td>
<td>1.976</td>
<td>14.091</td>
</tr>
<tr>
<td>SOO on $\mathcal{L}_{\text{int.}}$</td>
<td>30.979</td>
<td>0.236</td>
<td>31.215</td>
</tr>
</tbody>
</table>

Table 1. LiDAR $\mathcal{L}_{\text{depth}}$ SOO (top), and $\mathcal{L}_{\text{int.}}$ SOO (bottom), with corresponding value of the other loss obtained by direct evaluation of the loss component with the optimizing hyperparameter vector. The $\ell_1$-norm of the loss vector ($\mathcal{L}_{\text{depth}}, \mathcal{L}_{\text{int.}}$), that is, $\|\mathcal{L}\|_1 = \mathcal{L}_{\text{depth}} + \mathcal{L}_{\text{int.}}$, which was (of course) not used to optimize, is shown in the third column. The best value for each metric is in **bold**.

### 1.5. Single Objective Vs. Multi-Objective Optimization

As explained in Section 3.2 below, hyperparameter vectors that minimize one loss generally make one or more of the other losses take relatively large values and consequently are unlikely to be balanced solutions of a genuinely multi-objective optimization (MOO) problem. One may nonetheless ask what would happen if the problem was treated as a single optimization problem with respect to one or the other of the two loss components. To answer this question, we performed two additional SOO experiments with the proposed CMA-ES variant\(^1\), each one optimizing with respect to only one of the two loss components but also reporting the minimizing hyperparameter configuration’s value of the other loss component. The results are shown in Table 1. They support the idea that optimizing for only one loss component yields solutions for which the other loss component’s values are poor. Indeed, SOO driven by $\mathcal{L}_{\text{depth}}$ gets the best (smallest) value for this loss and the worst (largest) value for $\mathcal{L}_{\text{int.}}$ (compare with the values shown in Table 2 and Table 5, keeping in mind that losses are noisy and that solvers’ results may, and often do, vary), and vice versa. In both cases, in fact, the loss component ignored by the optimizer has a worse value—a lot worse, in the case of SOO driven by $\mathcal{L}_{\text{int.}}$—than the expert-tuned configuration.

Another SOO approach is to use a “traditional” (static) scalarization of the loss vector [12], the minimizer of which is chosen as champion. Depending of the scalarization and solver, the optimized solution may of course vary considerably. In the following, we use this approach with a scalarization favorable in our case of study, namely the $\ell_1$-norm of the loss vector (see Section 1.4). Three solvers were tested: the proposed solver (the CMA-ES variant shown in Algorithm 1; see Section 3.3), the CMA-ES variant of Mosleh et al. [34], and HyperOpt [3, 4]. Three independent optimization runs, with different random seeds, were performed with each solver. Results are shown in Table 2 and Figure 2.

First, let us compare with the single loss component SOO optimization results shown in Table 1. One sees that, with the proposed solver, ($\mathcal{L}_{\text{depth}}, \mathcal{L}_{\text{int.}}$) pairs are a lot more balanced, in that none of the values of the two loss components is relatively large. Indeed, with one single exception (the highest value of $\mathcal{L}_{\text{int.}}$ with 3000 loss evaluations), the proposed solver yields $\mathcal{L}_{\text{depth}}$ and $\mathcal{L}_{\text{int.}}$ values which are not only better balanced but that are also *simultaneously* better than those obtained with the expert-tuned hyperparameter settings. In other words, the expert-tuned setting is Pareto-dominated which is not the case with the other two solvers. In addition, with all three solvers, the $\ell_1$-norm of the optimized loss vector is always\(^2\) smaller than the expert-tuned one. This is expected as it drove optimization.

\(^1\)When there is only one loss component, max-rank loss optimization with CMA-ES is strictly equivalent to optimizing directly with the loss because single objective CMA-ES is, by construction, invariant with respect to arbitrary strictly monotone remappings of the loss [21]. Rank is a monotone remapping.

\(^2\)One exception arises if one compares HyperOpt’s largest reported $\ell_1$-norm with the expert-tuned result reported in
Table 2. LiDAR SOO driven by the $\ell_1$-norm $\|L\|_1$ of the loss vector $L = (L_{\text{depth}}, L_{\text{int.}})$ after 3000, 6000 and 12,000 loss evaluations. Three runs per solver. Along with the $\ell_1$-norm itself, extreme and median values of the two loss components are shown, as well as the difference $\Delta$ between the highest and lowest. Note that an individual loss component may increase as the driving $\ell_1$-norm decreases if the other loss component decreases more. Bold denotes the best solver for a given metric and total number of loss evaluations. Time constraints unfortunately limited the number of loss evaluations per run with the HyperOpt solver to 3000.

Now, let us compare Table 2 with the MOO results shown in Table 3. For each solver, Table 3 shows the median value, over three independent optimization runs, of the $\ell_1$-norm of the champion selected using various methods. The last column, which shows the median value of the $\ell_1$-norm minimizer over the three runs, is particularly relevant: It suggests that MOO optimization generally finds better $\ell_1$-norm of the loss than direct SOO driven by the $\ell_1$-norm of the loss. The min and max values over the three runs, shown in Table 4, basically tell the same story. This is quite striking given that our MOO experiments are not driven by the $\ell_1$-norm of the loss vector. Although this could be a consequence of the tested SOO solvers not performing well, these results suggest that MOO is better at finding synergies between loss components, synergies which are missed when the solver does not keep loss components separate.

The results shown in Table 2 also suggest that the proposed solver finds better solutions (see the first column of the table) and is more stable than Mosleh et al.’s when used for SOO (see the last column). HyperOpt also does not perform as well as the proposed solver, but this conclusion is more fragile given the limited data. This being said, HyperOpt does not improve on the initial (based on the expert-tuned hyperparameters) loss value in two of the three runs; see the convergence curves shown in Figure 2. Hence, HyperOpt might be a delicate choice when optimizing problems with a limited number of optimizing steps, e.g., when the cost of evaluating losses is high.

1.6. Quality and Stability of MOO Solutions

The results shown in Table 1 of the main document come from a large study involving, for each solver, three different runs with different random seeds and 12,000 loss evaluations (“steps”). The results of this study are spread over Tables 3, 4, 5, and 6, and Figures 3, 4 and 5.

First, we note that, as seen in Tables 3, 4 and 5, MOO optimization almost invariably beats expert-
Figure 2. SOO convergence plots where the optimized objective was the $\ell_1$-norm of loss vectors for the proposed, Mosleh et al. [34] and HyperOpt [3, 4] solvers. The blue curves correspond to the loss value while the orange curve tracks the $\ell_1$-norm minimizer after each step. The red star denotes where the best minimizer of the run was found. Unfortunately, time constraints limited the number of loss evaluations with the HyperOpt solver to 3000.

This work’s study, however, also addresses other questions.

As explained in Section 3.2, MOO generally yields a Pareto front that contains many solutions; for this reason, it is desirable to provide users with a default choice, with a champion. Mosleh et al. [34] and Robidoux et al. [43] take the last Pareto point of the run. As discussed in the main document and in Section 3.2, we propose a different champion selection criterion: Choose the Pareto point with the smallest stable max-rank loss over the entire run (with ties resolved sanely; see Line 38 of Algorithm 1.
The (Weighted) Normalized $\ell_1$-Norm. The normalized $\ell_1$-norm of the loss vector is simply the weighted $\ell_1$-norm of the loss vector where each component is divided by its standard deviation. In
<table>
<thead>
<tr>
<th>METHOD / SOLVER</th>
<th>Last Pareto [34]</th>
<th>Normalized $\ell_1$-norm Minimizer</th>
<th>$\ell_1$-rank Minimizer</th>
<th>Stable Max-Rank Minimizer</th>
<th>$\ell_1$-norm Minimizer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min $\ell_1$</td>
<td>max $\ell_1$</td>
<td>min $\ell_1$</td>
<td>max $\ell_1$</td>
<td>min $\ell_1$</td>
</tr>
<tr>
<td></td>
<td>(↓)</td>
<td>(↑)</td>
<td>(↓)</td>
<td>(↑)</td>
<td>(↓)</td>
</tr>
<tr>
<td>Proposed</td>
<td>3000</td>
<td>11.051 11.965</td>
<td>10.970</td>
<td>11.483</td>
<td>10.970</td>
</tr>
<tr>
<td></td>
<td>6000</td>
<td>11.520 13.407</td>
<td>11.970</td>
<td>11.483</td>
<td>11.970</td>
</tr>
<tr>
<td></td>
<td>6000</td>
<td>11.117 11.839</td>
<td>11.955</td>
<td>11.106</td>
<td>11.375</td>
</tr>
<tr>
<td></td>
<td>12000</td>
<td>11.385 11.730</td>
<td>10.955</td>
<td>11.102</td>
<td>11.365</td>
</tr>
<tr>
<td></td>
<td>6000</td>
<td>11.599 13.356</td>
<td>11.955</td>
<td>11.103</td>
<td>11.365</td>
</tr>
<tr>
<td></td>
<td>12000</td>
<td>11.410 11.602</td>
<td>10.952</td>
<td>11.109</td>
<td>11.360</td>
</tr>
<tr>
<td></td>
<td>6000</td>
<td>11.422 11.543</td>
<td>11.955</td>
<td>11.106</td>
<td>11.393</td>
</tr>
<tr>
<td></td>
<td>6000</td>
<td>11.004 12.949</td>
<td>11.001</td>
<td>13.014</td>
<td>10.979</td>
</tr>
<tr>
<td></td>
<td>6000</td>
<td>11.417 11.809</td>
<td>10.964</td>
<td>11.027</td>
<td>11.366</td>
</tr>
<tr>
<td></td>
<td>12000</td>
<td>11.379 11.615</td>
<td>10.959</td>
<td>11.026</td>
<td>11.361</td>
</tr>
<tr>
<td></td>
<td>6000</td>
<td>11.368 13.352</td>
<td>10.983</td>
<td>11.035</td>
<td>11.372</td>
</tr>
<tr>
<td>R-NSGA-III [57]</td>
<td>3000</td>
<td>12.167 15.118</td>
<td>11.100</td>
<td>11.214</td>
<td>11.532</td>
</tr>
<tr>
<td></td>
<td>6000</td>
<td>11.449 15.094</td>
<td>11.028</td>
<td>11.120</td>
<td>11.446</td>
</tr>
<tr>
<td></td>
<td>6000</td>
<td>11.073 11.813</td>
<td>10.994</td>
<td>11.080</td>
<td>11.405</td>
</tr>
<tr>
<td></td>
<td>12000</td>
<td>11.485 11.639</td>
<td>10.988</td>
<td>11.034</td>
<td>11.351</td>
</tr>
</tbody>
</table>

Table 4. For each solver, value of the $\ell_1$-norm of the champion’s loss vector $L$ for different champion selection methods, after 3000, 6000 and 12,000 loss evaluations. For each of three optimization runs per solver, the lowest and highest $\ell_1$-norms are shown. **Bold** denotes the best solver for a given selection method and total number of loss evaluations; **bold italics** shows the second best; *italics*, the third best. Solvers are listed in the same order as for Table 3.

In particular, if the standard deviation of a loss component equals 0 (e.g., when there is only one loss vector sample), this loss component is replaced by 0 since it obviously cannot guide champion selection. There is consequently no division by zero. Like the max-rank loss, stable or not, the normalized $\ell_1$-norm is invariant with respect to rescalings of individual loss components. This champion selection criterion was inspired by [55, 56], where the corresponding total ordering is used to preprocess MOO data in order to speed up Pareto front computation. However, unlike this work’s version, it is only approximately invari-
Table 5. For each solver, value of the point cloud’s average RMSE depth loss $L_{\text{depth}}$ and RMSE intensity loss $L_{\text{int.}}$ for the last Pareto point up to the given number of loss evaluations (left two columns), and stable max-rank loss champion (right) after 3000, 6000 and 12,000 loss evaluations. For each of three optimization runs per solver, as well as for the expert-tuned configuration, the lowest, median and highest values of the loss are shown. Bold shows the best solver for a given champion selection method and total number of loss evaluations; bold italics shows the second best; italics, the third best. Solvers are listed in the same order as for Table 3.

ant with respect to individual loss component rescalings since division by a vanishing standard deviation is avoided by adding a small positive number (an “epsilon”).

The (Stable Weighted) $\ell_1$-Rank. The $\ell_1$-rank of the loss vector is obtained by aggregating the (stable) ranks of each component with the (weighted) $\ell_1$-norm instead of the (weighted) $\ell_\infty$-norm, that is, by replacing “$\max$” by “$\Sigma$” in Eq.(13) of the main document.

We also compare with the minimizer of the $\ell_1$-norm of the loss vector, our evaluation metric (see
### Table 6

For each solver, difference between the maximal and minimal average RMSE depth loss $\Delta L_{\text{depth}}$ and RMSE intensity loss $\Delta L_{\text{int}}$ across 3 different optimization runs for different champion selection methods after 3000, 6000 and 12,000 loss evaluations. **Bold** highlights the lowest difference between average losses for a given champion selection method and total number of loss evaluations, **bold italics** depicts the second lowest, while **italics** denotes the third lowest. Solvers order is the same as for Table 3.

<table>
<thead>
<tr>
<th>METHOD / SOLVER</th>
<th>Last Pareto [34]</th>
<th>Normalized $\ell_1$-norm Minimizer $\Delta L_{\text{depth}}$ $\Delta L_{\text{int}}$ (↓) (↓)</th>
<th>$\ell_1$-rank Minimizer $\Delta L_{\text{depth}}$ $\Delta L_{\text{int}}$ (↓) (↓)</th>
<th>Stable Max-Rank Minimizer $\Delta L_{\text{depth}}$ $\Delta L_{\text{int}}$ (↓) (↓)</th>
<th>$\ell_1$-norm Minimizer $\Delta L_{\text{depth}}$ $\Delta L_{\text{int}}$ (↓) (↓)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Proposed</strong></td>
<td>3000</td>
<td>1.010</td>
<td>1.914</td>
<td>0.827</td>
<td>1.341</td>
</tr>
<tr>
<td></td>
<td>6000</td>
<td>1.021</td>
<td>2.825</td>
<td>0.866</td>
<td>1.333</td>
</tr>
<tr>
<td></td>
<td>12000</td>
<td>1.046</td>
<td>3.300</td>
<td>0.855</td>
<td>1.333</td>
</tr>
<tr>
<td><strong>AGE-MOEA</strong> [38]</td>
<td>3000</td>
<td>1.687</td>
<td>2.127</td>
<td>0.142</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>6000</td>
<td>1.730</td>
<td>2.136</td>
<td><strong>0.042</strong></td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td>12000</td>
<td>1.558</td>
<td>1.330</td>
<td>0.064</td>
<td>0.009</td>
</tr>
<tr>
<td><strong>RVEA</strong> [6]</td>
<td>3000</td>
<td>0.650</td>
<td>2.194</td>
<td>0.169</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>6000</td>
<td>0.328</td>
<td>2.085</td>
<td>0.051</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>12000</td>
<td><strong>0.101</strong></td>
<td><strong>0.292</strong></td>
<td>0.057</td>
<td>0.009</td>
</tr>
<tr>
<td><strong>C-TAEA</strong> [28]</td>
<td>3000</td>
<td>0.720</td>
<td>1.143</td>
<td>0.186</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>6000</td>
<td>0.677</td>
<td><strong>0.556</strong></td>
<td>0.045</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>12000</td>
<td>0.515</td>
<td>0.437</td>
<td><strong>0.005</strong></td>
<td>0.027</td>
</tr>
<tr>
<td><strong>Mosleh et al.</strong> [34]</td>
<td>3000</td>
<td><strong>0.045</strong></td>
<td>1.976</td>
<td>1.419</td>
<td>1.720</td>
</tr>
<tr>
<td></td>
<td>6000</td>
<td>0.086</td>
<td>1.921</td>
<td>0.143</td>
<td>1.916</td>
</tr>
<tr>
<td></td>
<td>12000</td>
<td>0.078</td>
<td>1.899</td>
<td>0.081</td>
<td>1.899</td>
</tr>
<tr>
<td><strong>U-NSGA-III</strong> [46]</td>
<td>3000</td>
<td><strong>0.254</strong></td>
<td>3.615</td>
<td><strong>0.027</strong></td>
<td><strong>0.009</strong></td>
</tr>
<tr>
<td></td>
<td>6000</td>
<td>0.582</td>
<td><strong>0.623</strong></td>
<td>0.012</td>
<td>$\sim$ 0.0</td>
</tr>
<tr>
<td></td>
<td>12000</td>
<td>0.511</td>
<td><strong>0.297</strong></td>
<td><strong>0.007$\sim$ 0.0</strong></td>
<td>0.009</td>
</tr>
<tr>
<td><strong>NSGA-III</strong> [9, 10]</td>
<td>3000</td>
<td>1.929</td>
<td>4.640</td>
<td>0.074</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>6000</td>
<td>0.616</td>
<td>2.232</td>
<td>0.042</td>
<td><strong>0.009</strong></td>
</tr>
<tr>
<td></td>
<td>12000</td>
<td>0.688</td>
<td>0.640</td>
<td>0.016</td>
<td>$\sim$ 0.0</td>
</tr>
<tr>
<td><strong>R-NSGA-III</strong> [57]</td>
<td>3000</td>
<td>1.742</td>
<td>4.693</td>
<td>0.167</td>
<td>0.054</td>
</tr>
<tr>
<td></td>
<td>6000</td>
<td>1.010</td>
<td>4.655</td>
<td>0.102</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>12000</td>
<td>0.795</td>
<td>1.747</td>
<td>0.027</td>
<td>$\sim$ 0.0</td>
</tr>
<tr>
<td><strong>SMS-EMOA</strong> [5]</td>
<td>3000</td>
<td>1.940</td>
<td>4.685</td>
<td><strong>0.053</strong></td>
<td><strong>0.009</strong></td>
</tr>
<tr>
<td></td>
<td>6000</td>
<td>1.214</td>
<td><strong>1.776</strong></td>
<td>0.094</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>12000</td>
<td>0.634</td>
<td>0.481</td>
<td>0.055</td>
<td>0.009</td>
</tr>
</tbody>
</table>

Section 1.4. Clearly, the normalized $\ell_1$-norm is a good match to the $\ell_1$-norm when loss components are well-balanced, as is the case here. Additional existing champion selection methods, like the *pseudo-weight* [8], were not tested.

In Table 3, we show, for each solver, the median, over the three runs, of the $\ell_1$-norm of champions chosen with various methods; we also show, in the last column, the minimizer of the $\ell_1$-norm, our evaluation metric. For short runs (3000 loss evaluations), the proposed solver gets either the best or second best result, no matter the champion selection method. The proposed solver also ranks well with...
Figure 3. MOO convergence plots where the optimized objectives were the RMSE_{depth} and RMSE_{intensities} for the proposed, AGE-MOEA [38] and RVEA [6] solvers. The blue curves correspond to the loss values \( L_{\text{depth}} \) (top) and \( L_{\text{intensities}} \) (bottom) while the orange curve tracks the loss of the max-rank champion at each step. The red star denotes where the final champion was found during the run and the green circles represent the Pareto points relative to the run’s data (they may not be actual Pareto points, only approximations). The proposed method converges to the same local minimum as several of the other methods in the first run, and converges near an \( \ell_1 \)-norm minimizer in the other two.

longer optimization runs. Table 4, instead of the median of three runs, shows the min and the max. Again, the proposed solver performs well when the run is short or when the champion is selected using
Figure 4. MOO convergence plots where the optimized objectives were the RMSE$_{\text{depth}}$ and RMSE$_{\text{intensities}}$ for the C-TAEA [28], Mosleh et al. [34] and SMS-EMOA [5] solvers. The blue curves correspond to the loss values $\mathcal{L}_{\text{depth}}$ (top) and $\mathcal{L}_{\text{intensities}}$ (bottom) while the orange curve tracks the loss of the max-rank champion at each step. The red star denotes where the final champion was found during the run and the green circles represent the Pareto points relative to the run’s data (they may not be actual Pareto points, only approximations).

the stable max-rank loss. (This is unsurprising given that the stable max-rank loss drives optimization with the proposed method.) Other solvers also get comparatively good results; in part, this is because, as seen in Figure 3, one of the three runs performed with the proposed solver converges to the same attractor as most of the other runs (see the figure that accompanies Figure 1 in the main document).
Figure 5. MOO convergence plots where the optimized objectives were the RMSE$_{\text{depth}}$ and RMSE$_{\text{intensities}}$ for the U-NSGA-III [46], NSGA-III [9, 10] and R-NSGA-III [57] solvers. The blue curves correspond to the loss values $L_{\text{depth}}$ (top) and $L_{\text{intensities}}$ (bottom) while the orange curve tracks the loss of the max-rank champion at each step. The red star denotes where the final champion was found during the run and the green circles represent the the Pareto points relative to the run’s data (they may not be actual Pareto points, only approximations).

Tables 3 and 4 also confirm that all three tested champion selection methods improve on last Pareto of the run. (As explained in Section 1.4, the $\ell_1$-norm of the loss, our evaluation metric, is out of the running as a champion selection method because it is not invariant with respect to individual loss component rescalings.)
Leaving the $\ell_1$-norm aside, Table 5 shows all three of the lowest, median and highest values of each champion’s loss components after 3000, 6000 and 12,000 loss evaluations for each solver. In this table, we only compare two champion selection methods: the last Pareto of the run selection criterion, and the proposed minimizer of the (stable) max-rank loss. Looking at loss component values, we note that within the Pareto front, the two losses are in opposition, as is always the case when there are only two losses: by definition, decreasing one loss must increase the other. Thus, for solvers that converge close to the actual Pareto front, a low value of one loss means a high value for the other. Consequently, values in the middle of the range are not necessarily inferior even though one would ideally want both losses to be as low as possible. This explains why increasing the number of iterations does not always decrease the value of both losses: Pareto points, from which the champions are selected, are compromises. In any case, the proposed solver again fares well, especially when the total number of loss evaluation is low, and the proposed max-rank loss champion selection method is again seen to generally improve on last Pareto point of the run; see, in particular, the values of $L_{\text{int}}$.

Table 6 shows $\Delta$, the difference between the high and low values of each loss component, for the champions obtained with each selection method and solver. $\Delta$ corresponds to the vertical distance between the farthest champions in a row of convergence plots of Figures 3, 4 and 5. A smaller $\Delta$ suggests better stability. Here, the proposed solver fares poorly. The reason for this is that, as seen in the first row of Fig. 3, the proposed solver sometimes converges to the local minimum of the Pareto front where the champions of many of the other methods converge, instead of the $\ell_1$-norm minimizer: In the figure that accompanies Table 1 in the main document, most methods’ champions are clustered around a central point of the Pareto front where it juts toward the origin. This suggests that solvers that “sweep” more than they “converge”, like the hypervolume-based methods tested in this work, may have better stability than methods that aggressively seek minima like the proposed method and the method of Mosleh et al.

Table 6 also shows that all three of the above proposed champion selection methods, namely normalized $\ell_1$-norm, $\ell_1$-rank and max-rank loss, improve on last Pareto point of the run. Which of the three is the best overall is unclear. In addition, stability does not seem well correlated with result quality.

1.7. Training Details for 3D Detector

To generate training data, we use the proposed LiDAR sensing model within the CARLA simulation environment. First, we spawn the ego-vehicle, 60 other vehicles and 50 pedestrians randomly in the world. To animate the world, we use the traffic manager and walker artificial intelligence of the CARLA engine so that the actors move towards random destinations within the map. At every step of the simulation, we convert the bounding boxes of all available actors to the KITTI format. Since CARLA returns bounding boxes for all actors within the map, we filter out bounding boxes without a single point. Furthermore, pedestrian bounding boxes, as extracted directly from CARLA, do not encapsulate the full pedestrian during, e.g., walking. We thus refine these by iterating through the skeleton and appropriately enlarging the bounding box. Then, we emulate a sequence of 500 simulation steps with step size 0.1s. We collect 10 sequences for five of the available CARLA worlds. For every world, we hold back one sequence as validation set and use the remaining ones for training. We thus select 5900 frames in total for training. We ensure that every frame has valid bounding boxes with at least a single point and use only every fourth frame in a sequence. For validation, we select 1000 frames using the same procedure. To ensure that the object detector performs reasonably for different hyperparameter settings $\Theta$, we use 8 different parameterizations as defined in Table 7. Hyperparameters are selected manually ensuring that
they generate point clouds with different quantities of clutter points. Although hyperparameters could be made to depend on the channel $m$, we use the same hyperparameter value over all channels.

<table>
<thead>
<tr>
<th>$\Theta$</th>
<th>SELECTED VALUES</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_0$</td>
<td>200 500 200 1000 500 750 750 100</td>
</tr>
<tr>
<td>$V$</td>
<td>0.00 0.02 0.02 0.05 0.05 0.02 0.05 0.05</td>
</tr>
<tr>
<td>$\tau$</td>
<td>5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0</td>
</tr>
</tbody>
</table>

Table 7. Hyperparameters $\Theta$ varied for generating training data. Hyperparameters are defined as globally constant for each channel $m$.

We chose the PV-RCNN detector [48] as a representative 3D detector and train on full range 360° point clouds from scratch. For training, the standard augmentation methods—flipping, rotation and copy-paste ground truth augmentation—are used. We adopt the training configuration of [48] but decrease the learning rate to 0.001 to ensure better convergence. Note that the detector is trained only on cars and pedestrians. Trucks and cyclists are separate classes; the detector is not trained on them.

1.8. Additional Object Detection Results

We provide additional qualitative object detection results in Fig. 6 and Fig. 7. We compare the expert-tuned and optimized point clouds with the ground truth. As described in the main paper, optimization results in the removal of clutter and produces accurate point clouds that closely resemble the ground truth. This comes at the cost of missing ground points at farther distances. This, however, does not affect the detection results for farther away objects. Pedestrian detection especially improves. Pedestrians are often missed within the expert-tuned point cloud because of clutter. For cars, fewer false positives occur and the alignment of the bounding boxes qualitatively improves over the expert-tuned point cloud, resulting in higher IoU and higher average precision (AP).

1.9. Off-the-Shelf LiDAR Experiment

Unlike what is the case with the above LiDAR simulations for which the ground truth depth map is readily accessible, we do not have fine control over the scanning parameters of the specific LiDAR system used for the real LiDAR experiments and, consequently, cannot easily acquire a ground truth for the off-the-shelf LiDAR experiments. If the vendor provided full access to the sensing and DSP pipelines, an accurate ground truth could be acquired similarly to Gruber et al. [16] by dense (and slow) scanning of a static scene.

As only fixed scanning patterns are available for the off-the-shelf LiDAR hardware employed in our investigation, a direct pointwise metric is challenging to use; instead, we work with 3D histograms of sampled point clouds. These histograms are defined with 3D bins expressed in spherical coordinates with each axis sampled uniformly. The histogram bin volume depends on the distance and angles relative to the origin; farther bin volumes are scaled by distance squared. We sample bins with 20 cm range resolution, 0.1° resolution for the vertical angles and 0.2° resolution for the horizontal angles.

We denote by $h^{\text{GT}}$ the ground truth 3D histogram obtained by averaging 100 point cloud frames generated with uniform scanning pattern angular resolution. The loss function used for the optimization
Figure 6. Qualitative results with object detection as optimization objective. For visualization purposes, only the camera field-of-view is shown.
Figure 7. Qualitative results with object detection as optimization objective. For visualization purposes, only the camera field-of-view is shown.
**Table 8. Off-the-shelf LiDAR experiment loss and RMSE \(_{\text{depth}}\) evaluation for expert and optimized parameters. The best value for each metric is in **bold**.**

<table>
<thead>
<tr>
<th>Metric</th>
<th>Optimized</th>
<th>Expert</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>L_{3\text{D hist.}}</td>
<td>/10^5) (↑)</td>
</tr>
<tr>
<td>(\text{RMSE}_{\text{depth}} ) (↓)</td>
<td><strong>2.98 cm</strong></td>
<td>10.1 cm</td>
</tr>
</tbody>
</table>

The experiment is

\[
L_{3\text{D hist.}}(\Theta) = -\frac{1}{N} \sum_{i=1}^{N} \sum_{n=1}^{N_{\text{bins}}} (h_{\text{GT}}^{\Theta} \otimes h_i^{\Theta})_n,
\]

where \(N = 10\) is the number of frames taken to average the histogram multiplication, \(h_i^{\Theta}\) is the \(i\)-th point cloud histogram taken for the hyperparameter configuration \(\Theta\), \(\otimes\) denotes bin-wise multiplication and the inner sum runs over all histogram bins. This loss function drives the optimizer to accumulate as many 3D points as possible where the ground truth is denser, as seen in Fig. 6 of the main paper where the histogram binwise multiplication is shown prior to summing. The optimized configuration yields denser point clouds where the ground truth is dense while the expert-tuned point cloud had a different ROI where the ground truth was not dense, resulting in a high loss. The fitness function mentioned in the main article is the negative of the loss function of Eq. 3. A feature of this loss function is that higher bin counts than the ground truth histogram are not penalized; this needs to be considered when computing a quantitative depth error metric for the histograms. As such, we choose the following metric

\[
\text{RMSE}_{\text{depth}} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{N_{\text{bins}}} \sum_{n=1}^{N_{\text{bins}}} D(h_{\text{GT}}^{n}, h_i^{n})^2 r_n^2 \sqrt{h_i^n},
\]

where \(r_n\) is the depth of the edge closest to the LiDAR unit of the \(n\)-th bin and

\[
D(h_{\text{GT}}^{n}, h_i^{n}) = \begin{cases} 
0 & \text{if } h_{\text{GT}}^{n} = 0 \text{ or } h_i^{n} = 0, \\
\max(0, \min(h_i^{n}, (h_{\text{GT}}^{n} - h_i^{n}))) & \text{otherwise}.
\end{cases}
\]

Here, \(D\) acts as a clipped difference in which point cloud histograms with higher bin counts than the ground truth are not penalized. Furthermore, we discard any bin where one or the other histogram registered no points in order to avoid unfair comparisons. Finally, each bin is weighted by the square root of the number of points registered, which gives more weight to higher sampling. Table 8 compares this metric to the loss function for both expert tuning and optimized parameters.

### 2. Additional Details on LiDAR Simulation and DSP

We model the radiance \(\Lambda_o\) from a given object located at \(R_i\) in 3D space projected onto a sensor at \(S\) with the rendering equation \([24]\)

\[
\Lambda_o(v, \lambda) = \Lambda_e(v, \lambda) + \int_{S^{+}} \Lambda_i(l, \lambda) \text{BRDF}(v, l, n, \lambda)(n \cdot l) dl,
\]
where $\Lambda_e$ is the light intensity emitted at $R_i$, coming onto $S$, $v = (S - R_i) / \|S - R_i\|$ is a unit vector pointing from $R_i$ to the sensor, $n$ is the surface normal at $R_i$, $l$ is a unit vector pointing from $R_i$ to a light source, $\Lambda_i(l, \lambda)$ is the light intensity coming from the direction $l$ and reflected upon arrival, $\text{BRDF}(v, l, n, \lambda)$ is the Bidirectional Reflectance Distribution Function (BRDF) describing the material reflectance at $R_i$, and $\lambda$ denotes the light wavelength. The integral is carried over $S^+_n$ which is defined as the unit hemisphere whose base normal vector is equal to $-n$. Below, we derive the special case of Eq. (6) for a single emitted LiDAR pulse.

2.1. LiDAR BRDF

LiDAR sensors use narrow band infrared lasers and narrow bandpass filters on the detector side. Therefore, $\lambda$ can be treated as confined to a narrow part of the near-infrared spectrum (NIR). For simplicity, we assume $\lambda$ to be constant and drop it from the equations. We split $\Lambda_i = \Lambda_{\text{LiDAR}} + \Lambda_{\text{ambient}}$ into two terms, namely the light coming from the LiDAR unit itself ($\Lambda_{\text{LiDAR}}$), as a LiDAR is its own light source, and light from other sources ($\Lambda_{\text{ambient}}$). We thus rewrite Eq. (6) as

$$\Lambda_o(v) = \int_{S^+_n} \Lambda_{\text{LiDAR}}(l) \text{BRDF}(v, l, n)(n \cdot l) dl + a(t),$$

with

$$a(t) = \Lambda_e(v) + \int_{S^+_n} \Lambda_{\text{ambient}}(l) \text{BRDF}(v, l, n)(n \cdot l) dl.$$

In $a(t)$ we bundle all the light not emitted by the LiDAR itself. $a(t)$ is defined as the ambient illumination component and is described in more depth in Section 2.3. For $\Lambda_{\text{LiDAR}}$, all light is coming from the direction $v$. Hence, we model the incoming radiation approximately as a beam with Dirac distribution $\Lambda_{\text{LiDAR}}(l) = \Lambda_0 \delta(l - v)$ where $\Lambda_0$ is the light intensity transmitted towards the object by the LiDAR. This Dirac distribution only leaves us with the retroreflected component of the BRDF,

$$\Lambda_o(v) = \Lambda_0(l) \text{BRDF}(v, v, n)(n \cdot v) + a(t).$$

After rearranging the equation we can then define the object’s reflectivity $\rho_i$ from the scene reflectivity as follows,

$$\rho_i := \frac{\Lambda_o(v) - a(t)}{\Lambda_0} = \text{BRDF}(v, v, n)(n \cdot v).$$

We model this $\rho_i$ with the Cook-Torrance model [7]: a microfacet model which describes a material surface as a collection of smaller smooth facets oriented in random directions. It acts as a statistical model averaging the combined effects of each microfacets. The model splits the BRDF into a linear combination of two terms: a specular and a diffusive part which can be written as

$$\text{BRDF}(v, l, n) = s \text{BRDF}_s(v, l, n) + d \text{BRDF}_d(v, l, n),$$

where $s$ and $\text{BRDF}_s$ (resp. $d$ and $\text{BRDF}_d$) are the specular coefficient and the specular part of the BRDF (resp. the diffuse coefficient and the diffuse part of the BRDF). The $s$ and $d$ coefficients are discussed in Section 2.2. For our simulation, we used a Lambertian model for the diffusive part, that is

$$\text{BRDF}_d(v, l, n) = 1.$$
The specular part of the Cook-Torrance BRDF is

\[
\text{BRDF}_s(v, l, n) = \frac{F(v, h)D(h, n)G(v, l, n)}{4(n \cdot l)(n \cdot v)},
\]

(13)

where \(h = (v + l)/\|v + l\|\) is a halfway unit vector between \(v\) and \(l\), \(F\) is a Fresnel term describing how the light is reflected on each smooth microfacet, \(G\) is a geometrical factor averaging the effects of shadowing and masking by microfacets onto each other and \(D\) is a statistical distribution of the number of facets facing in the direction of \(h\). For \(F\), we adopted the Schlick’s approximation \([45]\), that is

\[
F_{\text{Schlick}}(v, h) = F_0 + (1 - F_0)(1 - v \cdot h)^5,
\]

(14)

where \(F_0\) is the specular reflectance for wavelength \(\lambda\). In the case of retroreflection, \(v = h \rightarrow v \cdot h = 1\) and therefore \(F(v, h) = F_0\) is reduced to a constant. For \(G\), we adopt the same hybrid approach used by the CARLA engine to render the images \([11]\), where we also adapt the Schlick’s approximation of the \(G\) function derived in the GGX model by Walter \textit{et al.} \([45, 59]\). This approach introduces a roughness parameter \(\alpha \in [0, 1]\) where \(\alpha = 0\) corresponds to completely smooth surfaces which causes mirror-like reflections and where \(\alpha \rightarrow 1\) defines very rough surfaces with almost no specular light propagation. As described by Smith \textit{et al.} \([50]\], Schlick \textit{et al.} \([45]\) and Walter \textit{et al.} \([59]\), this function can be approximated by a separable product of visibility functions \(G(v, l, n) = G(v, n)G(l, n)\) where \(G(v, n)\) (resp. \(G(l, n)\)) describes the amount of reflected (resp. incident) non-obstructed light and

\[
G(x, n) = \frac{x \cdot n}{(x \cdot n)(1 - k) + k},
\]

(15)

where \(k = (\alpha + 1)^2/8\). In the case of retroreflection where \(l = v\), \(G\) reduces to

\[
G(v, v, n) = \frac{\cos^2 \theta}{[\cos \theta(1 - k) + k]^2},
\]

(16)

where we introduce \(\theta\) as the angle between the surface normal \(n\) and the incident laser ray \(l\). Then, for the microfacet normal vector distribution function \(D\), we adopted the Trowbridge-Reitz microfacet model \([52]\), that is

\[
D(h, n) = \frac{\alpha^4}{((h \cdot n)^2(\alpha^4 - 1) + 1)^2},
\]

(17)

where we reuse the roughness parameter \(\alpha\) as described above. In the retroreflective case where \(h = v\), we can reduce equation (17) to

\[
D(h, n) = \frac{\alpha^4}{(\cos^2 \theta(\alpha^4 - 1) + 1)^2}.
\]

(18)

Note that in the limit of \(\alpha \rightarrow 1\), this function is uniform for all incident angles. Finally, by combining equations (14), (16) and (18) into (13), then combining Eq. (12) and (13) following Eq.(11) with the definition of Eq. (10) while using the fact that \(v \cdot n = \cos \theta\), we obtain Eq. (7) of the main paper written as

\[
\rho_i = \frac{\alpha^4 s \cos \theta}{4[\cos^2 \theta(\alpha^4 - 1) + 1]^2[\cos \theta(1 - k) + k]^2 + d \cos \theta},
\]

(19)

where the \(d\), \(s\) and \(\alpha\) parameters are set as described in Section 2.2.
2.2. Extracting BRDF Coefficients $\alpha$, $s$ and $d$ from CARLA

In CARLA, every non-transparent material is described by its diffuse color $C$, its specular component $s \in [0, 1]$, its roughness $\alpha \in [0, 1]$, and its metallic parameter $\mu \in [0, 1]$ where $\mu = 1$ defines a metal and $\mu = 0$, a dielectric. We extract these necessary values through a shader. The shader is applied to the LiDAR full $360^\circ$ field of view and returns encoded images defined as $I_{sd\alpha}$. The shaders are spawned as cameras and the position setup is depicted on the left of Figure 8 where each camera span a $90^\circ$ field of view and are rotated $90^\circ$ with respect to each other. In particular, different shaders allow us to obtain information like a depth map, semantic map or the optical flow from CARLA [11]. The $s$, $d$ and $\alpha$ parameters for each point $R_i$ in the point cloud is then extracted from $I_{sd\alpha}$ following the procedure detailed in Section 2.4.

To generate $I_{sd\alpha}$, our shader firstly obtains two three-channel-wide images $I_{C}$ and $I_{so\mu}$. The first image $I_{C}$ returns the diffuse colors $C_R, C_G, C_B$ of the scene and the second image $I_{so\mu}$ encodes the specular component $s$, the roughness $\alpha$ and the metallicity $\mu$ in each of the channels. Examples of $I_{C}$ and $I_{so\mu}$ are displayed on the right of Figure 2 of the main document and in Figure 8. Since the CARLA engine does not provide any infrared diffuse color information $d$, we use the infrared forward model presented by Gruber et al. [17] to model it based on the diffuse color image $I_{C}$ and metallicity $\mu$ stored in the $I_{so\mu}$ image such that

$$d = I_{\text{NIR}}(I_{C}) \otimes (1 - \mu),$$

(20)

where $\otimes$ denotes a pixelwise product. The $1 - \mu$ factor takes into account that metallic materials with
\( \mu = 1 \) have no diffuse component \((\rightarrow d = 0)\). \( I_{\text{NIR}} \) converts the diffuse colors image \( I_C \) into a single channel image using

\[
I_{\text{NIR}}(I_C) = (0.299C_{C_{\text{max}}}^R + 0.587C_{C_{\text{max}}}^G + 0.114C_{C_{\text{max}}}^B),
\]

with \( C_{C_{\text{max}}}^x = \max(C_x, 1 - C_x) \) is a pixelwise maximum for each diffuse color channel \( x \in \{R, G, B\} \). \( I_{\text{NIR}}(I_C) \) is also enhanced with a gamma correction of \( \gamma = 0.25 \) to darken the image since it is bright by design due to the maximum overlay from \( C_{C_{\text{max}}}^x \) [17]. For simplicity, we then encode the \( s, d \) and \( \alpha \) values into one joint three-channel image \( I_{sd\alpha} \).

Correspondences between extracted point clouds and shader images are established through an extrinsic calibration upon camera placement. As such, the values to compute the BRDF can be found by projecting the point cloud into the images and matching LiDAR points with pixel values. The projection procedure is the same to obtain the ambient illumination and is described in Section 2.4.

### 2.3. Ambient Illumination Model

The wavefront ambient illumination component is modeled as follows

\[
a(t) = \Lambda_e(v) + \int_{S_+n} \Lambda_{\text{ambient}}(l) \text{BRDF}(v, l, n)(n \cdot l)dl,
\]

where \( t \) denotes the exposure time of each laser diode. While Eq. (22) is modeled as time-independent in our simulation, in practice, \( a(t) \) can be time-dependent if illumination changes at the ns scale. Hence, for clarity, since \( a(t) \) is constant in \( t \), we denote by \( a_i \) the ambient illumination associated with the point \( R_i \). We note that the ambient illumination for visible light wavelengths is captured by a passive rendered RGB image through the CARLA engine. As such, we adopt the same approach as [60] and approximate Eq. (22) in the NIR band using the red channel of such images, defined as \( I_{\text{red}} \), as it is the closest to the NIR band. To capture the RGB image, as for the \( I_{sd\alpha} \) images, we set up four cameras around the LiDAR sensor and retrieve the red color channel values for each laser beam through the extrinsic calibration as for the BRDF parameters \((s, d, \alpha)\). The cameras position setup is depicted on the left of Figure 8 and details on projecting point cloud data and retrieving the matching \( a_i \) from \( I_{\text{red}} \) is detailed in Section 2.4.

### 2.4. Point Cloud Projection

Both the scanned BRDF described in Sec. 2.1 and Sec. 2.2 and the ambient light estimation from fully rendered RGB images described in Sec. 2.3 use images rendered in CARLA for each point cloud frame. Each image is \( w = 1280 \) pixels wide by \( h = 800 \) pixels in height and each camera spans a 90° field of view. The cameras are placed such that the whole 360° FOV around the ego vehicle is covered by uniformly distributing them along the azimuth viewing angle as depicted on the left of Fig. 8. All 3D points \( R_i \) from a point cloud \( O \) are projected onto the camera planes using a projection matrix \( M \) before rounding down the results to get the corresponding pixel coordinates \((u_i, v_i)\). We note here that we used the native ray casting LiDAR mechanism from the CARLA engine to get both the 3D point coordinates \( R_i \) and the corresponding incident angle to the surface normal \( \theta \). This procedure can be formalized by \( P_i(I) \) which extracts information encoded at the aforementioned pixel coordinates on image \( I \), that is

\[
P_i(I) = I[u_i, v_i],
\]
where $u_i, v_i$ are the projected pixel coordinates of the point $R_i$ within image $I$ which are computed using

$$\begin{bmatrix} u_i \\ v_i \\ 1 \end{bmatrix} = \left[ \frac{1}{\tilde{R}_i^z} \right] M \cdot \tilde{R}_i,$$

(24)

where $\tilde{R}_i$ is the point $R_i$ expressed in the camera’s frame of reference, $\tilde{R}_i^z$ is the $z$ component of $\tilde{R}_i$ with $\lfloor x \rfloor$ denoting a componentwise floor operation. The camera projection matrix $M$ is the same for every camera and since we used square camera pixels it is written as

$$M = \begin{bmatrix} \mathcal{F} & 0 & w/2 \\ 0 & \mathcal{F} & h/2 \\ 0 & 0 & 1 \end{bmatrix},$$

(25)

where $\mathcal{F} = \frac{w}{2 \tan(\text{FOV})}$ is the image plane distance to the camera with FOV denoting the camera field of view. Since the latter is exactly $90^\circ$, then we have $\mathcal{F} = \frac{w}{2}$.

2.5. Multipath Pulse Reflections

LiDAR beams can only be collimated to a limited extent for long ranges. For long distances the beams typically illuminate areas of tens of centimeters. This directly couples object clutter to distance, e.g., a pedestrian limb at long distances might not be discernible from the torso. When analyzing the wavefront, this may lead to increased width of the measured peaks or cause disjoint multiple peaks which can influence the returned point cloud by the LiDAR DSP. In our work, we focus on multiple-echo effects around object discontinuities as they are a typical source of multipath effects in common scenarios like clear weather and in dry environments. To this end, we supersample raycast LiDAR measurements first. We used 128 real LiDAR channels and for each of these channels, we computed 4 extra virtual channels leading to a total of 640 channels in the upsampled point cloud. Similarly, each channel samples the $360^\circ$ horizontal FOV with 875 real points and each of them is accompanied by 4 extra virtual points giving 4375 points per channel in total. Therefore, the maximal number of points in a given upsampled frame is $4375 \times 640 = 2.8$ million points.

The multipath mixing is implemented linearly over all neighboring virtual points and channels into a single waveform. This is described by the $N(j)$ (resp. $N(m)$) set of Eq. (8) in the main document as

$$\psi_j^{(m)}(R) = \sum_{i \in N(j), n \in N(m)} K_i^{(n)}(H * g^{(n)})_i(R) + a_i,$$

(26)

which is the $j$ point itself with its adjacent virtual points (resp. the $m$ channel itself with its adjacent virtual channels). In our simulation, we used $N(j) = \{j - 2, j - 1, j, j + 1, j + 2\}$; similarly for $N(m)$. In other words, each multi-echo waveform is a linear combination of $|N(j)| \times |N(m)| = 25$ single-echo sub-waveforms. In Eq. (26), $m$ and $j$ make leaps of 5 in order not to have beam overlaps, i.e., $j \in \{2, 7, 12, \ldots, 4372\}$ and $m \in \{2, 7, \ldots, 637\}$ with indices starting at 0. Thus, this can be viewed as a strided convolution where each stride step equals the kernel size. We translate unregistered LiDAR points as having an infinite distance which makes their single-echo sub-waveform equal to the ambient illumination component $a_i$ only. For the normalized linear coefficients $K_i^{(n)}$, we define that they describe a Gaussian beam profile where the center of the beam has the highest contribution while the furthest has the least, that is

$$K_i^{(n)} = A \times 2^{-R_i^2 - R_i^2},$$

(27)
where \( R(z) \equiv z \mod 5 - 2 \) and \( A = 1/4.515625 \) is the normalization factor such that the sum of \( K_i^{(n)} \) over all indices of the same beam is 1.

### 2.6. Additional Details on Sensing and DSP Model

Environment perception by LiDAR sensors depends on the waveform generation and subsequent peak distance and intensity estimation. Within our simulation pipeline, this translates to point cloud calculations depending not only on the threshold parameter \( V^{(m)} \), but on the laser peak power \( P_0^{(m)} \) and width \( \tau^{(m)} \) as well. Moreover, these parameters are also fed to the DSP in order to reconstruct the distance \( R \), denoted \( \Phi^{(R)}(\Theta) \), and scaled target reflectivity \( \rho/R^2 \), denoted \( \Phi^{(I)}(\Theta) \). Thereby, the designed intensity calibration can have different levels [25]. They range from level zero where uncalibrated intensity values are provided by the sensor to a level three rigorous radiometric calibration providing true scene reflectivities consistent across different sensors. In our work, for a given channel \( m \) and point \( j \), we optimize the LiDAR to reconstruct the distance associated with the beam center distance \( R_j \) for channel \( m \) and the integrated beam intensity

\[
I_j^{(m)} = \sum_{i \in \mathcal{N}(j), n \in \mathcal{N}(m)} K_i^{(n)} \frac{C P_0^{(n)} \rho_i}{4 R_i^2}.
\]  

(28)

Assuming a typical rotating scanning setup [20], each channel \( m \) is equipped with one dedicated laser diode and detector. Therefore, we assume that the sensing parameters pulse peak power \( P_0^{(m)} \) and beam width \( \tau^{(m)} \) can be set independently per layer \( m \). For longer distances, especially, an increased power \( P_0^{(m)} \) is interesting as it can compensate for power loss due to beam divergence while lower power levels can prevent sensor oversaturation due to strong retroreflectors and short distances. In addition, the Velodyne-style LiDAR sensor [20] is split into two different sub units. This inspired us (see Section 3.5 of the main document) to optimize the sensing parameters for the lower 64- and upper 64-lasers blocks independently. Within each block the parameters \( P_0^{(m)}, \tau^{(m)} \) are adjusted via an affine step-function \( \varphi \) of the channel index which can be written as

\[
\varphi(m) = \sum_l \omega_l \xi_l(m),
\]  

(29)

where \( \omega_l \in \{P_0, \tau\} \) is one of the allowed LiDAR parameter and we sum over all \( l \) possible parameters. The value \( \xi_l \) determines if a parameter

\[
\xi_l(m) = \begin{cases} 1 & \text{if } l \leq s \cdot m + b < l + 1 \\ 0 & \text{otherwise} \end{cases}
\]  

(30)

The thresholds \( V^{(m)} \in [0, 2] \) are modeled as tunable continuous parameters which are set to be the same across all channels within a group:

\[
V^{(m)} = \begin{cases} V_1 & \text{if } 0 \leq m \leq 63 \\ V_2 & \text{otherwise}. \end{cases}
\]  

(31)

Thus, as seen by the optimizer, we have \( \Theta = \{s_1 P_0, s_2 P_0, b_1 P_0, b_2 P_0, s_1^\tau, b_1^\tau, s_2^\tau, b_2^\tau, V_1, V_2\} \) where the subscript denotes the group of LiDAR channels. Therefore, the optimizer has a total of 10 knobs to tune in
We considered peak power and pulse width as discrete parameters: $P_0^{(m)} \in \{10, 110, 210, \ldots, 1010\}$ and $\tau^{(m)} \in \{3, 4, \ldots, 15\}$ ns. Before feeding the signal $\psi_j^{(m)}$ into the DSP it is discretized into temporal bins $r^{(m)}[k]$ with size $\Delta = 0.2$ ns.

$$r^{(m)}[k] \sim \text{Poisson}\left( \int_{k\Delta}^{(k+1)\Delta} \psi^{(m)}(t) dt \right),$$

where each measured intensity value is Poisson distributed due to the underlying photodiode measuring process [22, 37, 39, 49]. Subsequently, the DSP’s $\Phi^{(R,I)}(\Theta)$ task is to identify the dominant scene response and to return the distance $R_j$ and integrated beam intensity $I_j^{(m)}$ from each measured wavefront $j$ and channel $m$. Firstly, the measurement noise is reduced through a matched filter [54]. The filter uses the same shape and width as the emitted pulse $g^{(m)}$ described by Eq. (4) of the main paper. As the maximal measurement distance is two to three orders of magnitudes higher than the emitted pulse width $\tau^{(m)c}$, the background ambient illumination occupies most of the measurement bins of the waveform. Therefore, the median is a reasonable estimator for the ambient value $a(t)$ which is then subtracted from the captured waveform. The result is then clipped to a lower value of 0. Next, the remaining elevations in the waveform can be seen as returned peaks from the scene. Similar to [29], a rising edge detector with threshold $V^{(m)}$ is used to identify the true scene response, which corresponds to the scene distance $R_j$ of this particular beam $m$. If multiple peaks are visible we return the distance to the peak with the highest intensity value.

Finally, to extract $I_j^{(m)}$, we divide the estimated peak maximum with the emitted pulse power multiplied by the half pulse width $P_0^{(m)} \tau^{(m)/2}$. Then, both estimated values $\Phi^{(R)}(\Theta)$ and $\Phi^{(I)}(\Theta)$ can be fed into the optimization process to match the ground truth scene’s values.

### 2.7. Model Limitations and Possible Extensions

As mentioned in Section 2 of the main document, a growing body of work uses LiDAR simulation models in order to develop and assess 3D detection pipelines [2, 11, 13, 15, 18, 19, 23, 26, 31, 36, 41, 44, 51, 58, 60]. Our simulation model differs from existing ones in that it includes wavefront sensing and DSP modelling. The closest existing model is the AIODrive [60] dataset as it models beam divergence, SPAD quantization and ambient illumination. Indeed, this work uses similar approaches for the SPAD quantization and ambient illumination (see Equation (32) in Section 2.6 and Equation (22) in Section 2.3). Furthermore, AIODrive’s depth convolution approach is similar to our supersampled ray casting approach (see Section 2.5: Equation (26)). However, the only information returned by this dataset related to the PC is the final peak positions and heights whereas the rest of the waveform is not modelled. Additionally, contrary to most simulation engines that model infrared light reflection intensity using a simple Lambertian diffusion model, we instead developed an infrared BRDF based on the CARLA engine’s image rendering models (see Section 2.1 and 2.2). Combined with a DSP model, our approach could also be generalized to include more real LiDAR effects into the simulation. This is discussed below.

**Motion Artifacts** can be modeled for each beam and the accumulated point cloud. Hereby, there is a difference to cameras where the effects are mostly known as motion blur [27]. In cameras a blur kernel mixes neighboring pixels due to long exposure times. Typical mechanical spinning LiDARs (e.g., Velodyne HDL-32E) as used in our simulation pipeline use microsecond exposure times per point for each of their simultaneous scanning lasers. Therefore, the mixing of different beams can be ignored in our simulations. However, for continuous wave LiDARs, this effect is important [62], as those LiDARs
can estimate the relative velocity of objects nearby from measuring directly the doppler shift. This however changes entirely the waveform modeling, as well as the downstream processing.

**Rolling Shutter and Motion-Scan Effects** occur on system level for the generated point cloud. Typically, LiDARs scan the environment and emit sequentially single laser pulses due to eye safety constraints and limited detector resolution. Since a large body of work \[32, 47\] related to the removal of those system level scan artifacts from known ego vehicle motion already exists, these temporal sampling artifacts were ignored in our simulation to increase efficiency.

**Adverse Weather.** Augmentation models have been developed in order to simulate adverse weather effects on real LiDAR point clouds obtained in clear weather, e.g., \[18,19\]. One could adapt these methods to modify the raw wavefront generation either at the downsampling step (see Equation (26) in Section 2.6) and/or at the returned echo formulation (Equation (4)-(6) of the main document). Furthermore, as the CARLA engine readily supports wetness texture changes \[11\], these changes could be directly incorporated through the BRDF (Section 2.1) and the ambient illumination (Section 2.3) equations.

3. Optimization

In this section we review the concept of Pareto optimality and motivate the search for “balanced” MOO solutions. We justify the proposed stable max-rank loss both as a scalarization and as a final selection criterion within the Pareto front, the latter being applicable to any set of hyperparameter vectors for which losses are known and consequently any algorithm. We provide additional details regarding Algorithm 1 from the main document, and we exhaustively list the differences and similarities between the proposed optimization method and related work of Mosleh et al. \[34\] and Robidoux et al. \[43\].

3.1. Pareto Domination and Optimality

Basically, Pareto optimality means “No pain, no gain”: A configuration is Pareto-optimal if you cannot make anything better without making something worse.

A configuration is Pareto-dominated if it is possible to improve the value of one loss without making another worse. In the notation of the main document (\(\mathcal{L}_l\) stands for the \(l\)th loss among the \(L\) multiple objectives):

**Definition 1 (Pareto Domination)** The hyperparameter vector \(\Theta\) is Pareto-dominated if

\[
\exists \hat{\Theta} : \left( \exists l \in \{1, \ldots, L\} : \mathcal{L}_l(\hat{\Theta}) < \mathcal{L}_l(\Theta) \right) \text{ and } \left( \forall l \in \{1, \ldots, L\} : \mathcal{L}_l(\hat{\Theta}) \leq \mathcal{L}_l(\Theta) \right). \tag{33}
\]

The first clause formalizes “make something better”; the second, “without making anything worse.” \(\hat{\Theta}\) dominates \(\Theta\) if they simultaneously hold.

Pareto domination defines a partial ordering: \(\hat{\Theta} < \Theta\) if \(\hat{\Theta}\) dominates \(\Theta\). The **Pareto front** is the set of minimal elements for this ordering. The elements of the Pareto front, the **Pareto points**, are said to be Pareto-optimal. In other words:

**Definition 2 (Pareto Optimality)** The hyperparameter vector \(\Theta\) is Pareto-optimal if

\[
\forall \hat{\Theta} : \left( \forall l \in \{1, \ldots, L\} : \mathcal{L}_l(\Theta) \leq \mathcal{L}_l(\hat{\Theta}) \right) \text{ or } \left( \exists l \in \{1, \ldots, L\} : \mathcal{L}_l(\Theta) < \mathcal{L}_l(\hat{\Theta}) \right). \tag{34}
\]
Loss values are usually only known for a relatively small subset of all valid hyperparameter vectors. Leaving aside loss noisiness issues, we consequently only know for certain when an hyperparameter vector is not Pareto-optimal. An hyperparameter vector which is not Pareto-dominated by any of the hyperparameter vectors with known losses may have an unknown dominator. A common abuse of terminology consists of restricting Pareto-optimality to hyperparameters with known losses. The Pareto front is then understood to be the set of hyperparameter vectors with known losses which are not dominated by another with known losses.

3.2. Balanced MOO Solutions

Because sensing hardware and DSPs are configured with one single hyperparameter vector \([33,34,36,40,42,43,53,61]\), not a set of them, we are not interested in the entire Pareto front. Without some way for users of selecting “the one” from the alternatives, a set of better solutions cannot be the final answer even if each of them is a significant improvement over default or expert-tuned hyperparameters. As seen in Figures 3, 4 and 5, quality solvers generally find many Pareto points (relative to each run’s data). Although returning the entire Pareto front allows users to use their own criteria, a sensible default should be provided. Mosleh et al. [34] and Robidoux et al. [43] use the last Pareto point of an optimization run: In the following, we improve on and generalize this choice. We first identify Pareto points unlikely to be worthy candidates and that consequently should be excluded. Then, we present a selection criterion, applicable to any set of hyperparameter vectors with known losses, that naturally excludes them.

There is another, more fundamental reason why the Pareto front is not relevant in its entirety. Consider the following setting: An hyperparameter vector \(\Theta\) which minimizes one loss—that is, a solution to a single objective optimization (SOO) problem—is automatically in the Pareto front of any MOO problem which includes this loss among its objectives provided there is no hyperparameter vector that ties its minimizing loss value. To see this, note that every \(\hat{\Theta} \neq \Theta\) then satisfies the second clause of Eq. (34), while \(\hat{\Theta} = \Theta\) always satisfies the first. Such single objective minimizers, however, often yield large values for one or more of the other loss components. An experiment that illustrates this is discussed in Sec. 1.5. In other words, if losses do not conflict why use multi-objective optimization? For this reason, Pareto-optimal solutions that minimize one loss component are generally not desirable in MOO (e.g., detecting one class only, or only optimizing for precision but not recall). Not only does this show that single-loss minimizers are generally not of practical import for genuinely multi-objective problems, this justifies searching for balanced MOO solutions, namely solutions for which all loss components have “good”, or at least as good as possible, values.

We argue here about “good”. How do we know which element of the Pareto front is (likely to be) best? We saw that “The Pareto point which minimizes one or other of the losses” is unlikely to be desirable in practice. In the context of scalarizing for optimization with single objective CMA-ES, Mosleh et al. [34] proposed the following: A good compromise is one for which every loss value ranks well when compared to the values of the same loss within a relevant population. This choice satisfies the following constraint on the choice of selection criterion, constraint which is automatically satisfied if one uses ranks [21]: Whatever criterion is used should be nondimensional so that scale mismatches between losses not introduce bias. Using this principle within a Chebyshev scalarization [12], that is, a weighted max so that, by design, the scalarization tries to simultaneously keep all ranks low, directly leads to the following generally applicable definition of the weighted max-rank loss:

**Definition 3 (Weighted Max-Rank Loss)** Let \(\{\Theta_q\}_{q=0}^Q\) be a collection of hyperparameter vectors, let
\[
\{ \mathcal{L}^q = (\mathcal{L}_1(\Theta^q), \ldots, \mathcal{L}_L(\Theta^q)) \}_{q=0}^Q \]

be the corresponding values of the loss vectors, let \((w_1, \ldots, w_L)\) be a collection of positive weights, and let the rank of \(\Theta^p\) with respect to the loss component \(\mathcal{L}_l\) be

\[
\mathcal{R}_l^p = \text{rank of } \mathcal{L}_l(\Theta^p) \text{ within } \{ \mathcal{L}_l(\Theta^q) \}_{q=0}^Q
\]

with ranks counted from 0 and loss component value ties resolved by left bisection (per Mosleh et al.) or with the proposed stable averaging of the left and right bisection (minus 1) ranks, where the average is set to 0 whenever the left bisection rank vanishes. Then, the weighted max-rank loss of \(\Theta^p\) with respect to \(\{\Theta^q\}_{q=0}^Q\) is

\[
\mathcal{M}^p = \max_{l \in \{1, \ldots, L\}} (w_l \cdot \mathcal{R}_l^p).
\]

Note that if there are no loss value ties, the two max-ranks (left bisection and stable) are equal (subtracting 1 from the right bisection rank, as proposed, so that it starts at 0 when there are no ties even before averaging, is required for this to hold).

The proposed selection criterion is now:

**Definition 4 ((Balanced) Pareto Point Selection Criterion)** Choose the Pareto point \(\Theta^p\) with lowest max-rank loss \(\mathcal{M}^p\) (computed over the entire run).

Because any weighted max-rank loss minimizer is either a Pareto point or is dominated by a Pareto point with the same weighted max-rank loss value (this is easy to prove), one loses nothing by restricting the “smallest max-rank loss” search to the Pareto front.

The proposed selection criterion overcomes a significant flaw of “take the last Pareto point of the optimization run”: When an optimization method has “restarts” [30], has an exploration pattern which, instead of converging to a single point, tries to refine the boundary of the Pareto front as a whole (maximizing the hypervolume, for example [5]) or that minimizes uncertainty (purposely exploring hyperparameters likely to have poor loss values so as to reduce the likelihood of being trapped in a local minimum), one cannot generally expect the last Pareto point of the run to be the best choice. See Sec.1.6 for an experiment that manifests this issue and demonstrates the value of the proposed selection criterion.

### 3.3. Optimization Algorithm

For brevity, the improved seatbelting of the proposed method is omitted from the version of Algorithm 1 presented in the main document.

Algorithm 1 follows the standard structure of a \((\mu/\mu_w, \lambda)\)-CMA-ES (Covariance Matrix Adaptation-Evolution Strategy) method [21] without restarts [30] as implemented, for example, in the DEAP library [14], with the major difference that losses are evaluated for the centroid of every generation (Line 20 of Algorithm 1) instead of for random samples only (Lines 22 and 25). This is why \(4P + 1\) loss evaluations are performed (Lines 20–26), \(P\) being the number of hyperparameters being optimized (the dimension of \(\Theta\)), even though the standard CMA-ES update (Line 32, see [21] and for example the DEAP implementation) only uses \(4P\) children. The extra child—namely \(\Theta^{0,n}\), the weighted centroid
Require: Lidar $\Phi$, $\Theta \in [0,1]^P$ (initial hyperparameter vector), 
$N \in \mathbb{N}^*$ (number of generations), $\varepsilon \in (0,1/3)$ (small bound), 
$C \in \mathbb{R}^{P \times P}$ (CMA-ES “directional” covariance matrix factor), 
$\sigma \in [\varepsilon,1/3]$ (square root of covariance matrix “scale” factor)

1: $\Lambda \leftarrow \sqrt{P}/3$ (large bound: $\sqrt{P}$ = diameter of the unit hypercube)
2: $p \leftarrow 0$, $c \leftarrow 0$ (CMA-ES path vectors), $\Theta_{\text{center}} \leftarrow \Theta$
3: for $n = 1$ to $N$ do
4: $\Theta^{0,n} \leftarrow \Theta$, $C \leftarrow (C + C^\top)/2$, $\sigma \leftarrow \text{median}(\varepsilon, \sigma, 1/3)$
5: if smallest C eigenvalue $\lambda_{\text{min}} > 1$ then
6: $C \leftarrow C/\lambda_{\text{min}}$, $c \leftarrow c/\sqrt{\lambda_{\text{min}}}$, $\sigma \leftarrow \min(\sqrt{\lambda_{\text{min}}}, 1/3)$
7: end if
8: if smallest $\sigma^2C$ eigenvalue $\lambda_{\text{min}} < \varepsilon^2$ then
9: $\sigma \leftarrow \min(4\sigma/3, 1/3)$
10: end if
11: if smallest $\sigma^2C$ eigenvalue $\lambda_{\text{min}} < \varepsilon^2$ then
12: Push C toward the identity by clamping its eigenvalues to $[\varepsilon^2/\sigma^2, \infty)$ and replacing it by its square root
13: end if
14: if largest C eigenvalue $\lambda_{\text{max}} < 1$ then
15: $C \leftarrow C/\lambda_{\text{max}}$, $c \leftarrow c/\sqrt{\lambda_{\text{max}}}$, $\sigma \leftarrow \max(\sqrt{\lambda_{\text{max}}}, \varepsilon)$
16: end if
17: if largest $\sigma^2C$ eigenvalue $\lambda_{\text{max}} > \Lambda^2$ then
18: Push C toward the identity by replacing it by its square root and clamping its eigenvalues to $(-\infty, \Lambda^2/\sigma^2]$)
19: end if
20: $L^{0,n} \leftarrow$ losses for Lidar $\Phi$ modulated by $\Theta^{0,n}$
21: for $p = 1$ to $4P$ do
22: $\Theta^{p,n} \leftarrow$ random draw from Gaussian distribution with covariance matrix $\sigma^2C$ centered at $\Theta_{\text{center}}$
23: $\Theta^{p,n} \leftarrow \Theta^{p,n} +$ Gaussian distribution with diagonal covariance matrix proportional to the square of individual hyperparameters’ quantization grain [43]
24: $\Theta^{p,n} \leftarrow \Theta^{p,n}$ reflected back into $[0,1]^P$
25: $L^{p,n} \leftarrow$ losses for LiDAR $\Phi$ modulated by $\Theta^{p,n}$
26: end for
27: Compute $\{M^{q,m,n}\}_{q \in \{0,...,4P\}, m \in \{1,...,n\}}$ by including $\{L^{p,n}\}_{p \in \{0,...,4P\}}$ in rank computations
28: Use “eager” [34] centroid weights with $\lambda = 4P$, $\mu = 3P$
29: if $n$ is odd then
30: Use “stable” [43] centroid weights with $\lambda = \mu = 4P$
31: end if
32: Standard CMA-ES update [21] of $\Theta$, $\sigma$, $C$, $p$, $c$ based on $\{\Theta^{p,n}\}_{p \in \{1,...,4P\}}$ and $\{M^{p,n,m}\}_{p \in \{1,...,4P\}}$ except that if the $M^{p,n,m,p} \in \{\{0,...,4P\}, m \in \{1,...,n\}\}$ are all equal also multiply C by $4/3$ and $\sigma$ by $\sqrt{4/3}$
33: $\Theta_{\text{center}} \leftarrow \Theta$
34: if $\min_{p \in \{0,...,4P\}} M^{p,n,m} < \min_{q \in \{0,...,4P\}, m \in \{1,...,n\}} M^{q,m,n}$ then
35: $\Theta_{\text{center}} \leftarrow$ minimizer closest to centroid of minimizers (distance ties resolved arbitrarily)
36: end if
37: end for
38: return $\Theta^{p,n}$ in the (guaranteed nonempty) intersection of the Pareto front and the set of minimizers of $M^{q,m,N}$, with ties resolved by choosing the one closest to their centroid and remaining ties resolved by maximizing $n$, then $p$
normally only used as center of the next generated anisotropic Gaussian cloud—is used to provide the greedy CMA-ES branch with one extra, better, candidate, thus improving transients and stability. This proposed greedy variant of CMA-ES works as follows: If any hyperparameter vector of the generation, \( \Theta_0 \), included, is a new “best so far,” that is, is a strict minimizer of the scalarized loss (Line 34), it replaces the weighted centroid (Line 33) as center of the next generated Gaussian cloud (Line 35).

Such jumps of the random Gaussian cloud center could corrupt the standard CMA-ES path statistics used to evolve the matrix \( C \) (the CMA-ES “directional” covariance matrix factor) and \( \sigma \) (the “scale” factor of the square root of the covariance matrix) because they assume random Gaussian clouds \(^{[21]}\) and including the cloud’s center would break randomness. Mosleh et al. ignore this issue. Robidoux et al. prevent spurious jumps in the statistics by resetting path variables to 0 whenever a greedy jump occurs. This, unfortunately, renders the path machinery impotent when many “best so far” are found in quick succession, as sometime happens late in the run when performing MOO with a large number of objectives and hyperparameters. Instead, the proposed method updates the path accumulators first (Line 32), then moves the Gaussian cloud center to the greedy location (Line 33). Instead of literal path accumulators, the proposed method consequently uses \( p \) and \( c \) to cumulate statistics about promising single steps which are not necessarily taken because possibly overridden by a jump.

Another novel aspect of the proposed method is that, even though generation size is fixed, two different sets of centroid weights are used. Both sets are, in CMA-ES parlance, active \[^{[1, 21]}\]. As seen in Lines 28–31 of Algorithm 1, the very first generation uses the boundary-stable weights of Robidoux et al. without discard, meaning that \( \mu \), the number of individuals within the generation with vanishing weights before redistribution to account for ties, is equal to \( \lambda = 4P \). The boundary-stable weights of Robidoux et al. alternate with the eager weights of Mosleh et al., which use \( \mu = 3P \) and \( \lambda = 4P \). As Nishida et al. \[^{[35]}\] point out, larger generations are empirically known to be preferable with rough or noisy losses. The reason for using \( \mu = \lambda \), that is, no discard, with the boundary-stabilizing weights instead of the alternatives documented in \[^{[43]}\] is that, with active CMA-ES methods—methods with centroid weights, some of them negative, monotone as a function of the rank, that discard, as is standard, the worst individuals of the generation—the solver is likely to explore in the wrong direction near generic local minima because the worst directions implicitly gets vanishing centroid weights while less “bad” directions get strictly negative ones. This choice makes it less likely that the boundary-stable generation get lost near minima. In contrast, discarding exactly one quarter of each generation allows Mosleh et al. to exploit the symmetry between the second and third quartiles of Gaussian distributions to obtain a robust gradient approximation. Alternating the two types of active weights perform the best in all of our experiments.

For reference, the “eager” weights of Mosleh et al. are defined as follows when \( \lambda = 4P \) and \( \mu = 3\lambda/4 \), as is the case here. With the non-normalized weights

\[
\hat{w}_l = \begin{cases} 
2P - \frac{1}{2} - l & \text{if } l \in \{0, 1, \ldots, 3P - 1\}, \\
0 & \text{if } l \in \{3P, \ldots, 4P - 1\},
\end{cases}
\]

(38)

the eager weights, assuming that there are no ties within the generation (otherwise weights are averaged between ties) are

\[
w_l = \frac{3P-1}{\sum_{k=0}^{3P-1} \hat{w}_k}
\]

(39)
so that they sum to 1. The “boundary stable” weights of Robidoux et al. are defined similarly: With the non-normalized weights

\[ \tilde{w}_l = 1 - \sqrt{2} \frac{l}{4P - 1} \quad \text{for } l \in \{0, 1, \ldots, 4P - 1\}, \tag{40} \]

the boundary-stable weights, assuming that there are no ties within the generation, are

\[ w_l = \frac{\tilde{w}_l}{\sum_{k=0}^{4P-1} \tilde{w}_k}. \tag{41} \]

One major improvement over standard CMA-ES which the proposed method adapted from Mosleh et al. and Robidoux et al. is the use of a tracking Monte Carlo simulation which better accounts for deviations from randomness than \( \chi^2 \) statistics given both hyperparameter value quantization and the impact of boundary conditions.

We now discuss the particulars of the seatbelting of the proposed method (Lines 4–19 and 32). Note that \( \sigma \) scales like the square root of the covariance matrix \( C \). We use \( 1/3 \) as an appropriate upper bound for \( \sigma \) (Lines 6 and 9 of Algorithm 1) because, since we optimize in the unit hypercube \([0, 1]^P\), this implies that at most about \((100\% - 99.73\%) \div 2 = 0.135\%\) of the Gaussian cloud \( \Theta \)s are reflected more than once by the mirroring boundary conditions when \( C \) is close to the identity matrix.

To prevent quantized hyperparameter values from getting stuck in the basin of attraction of an integer, we add Gaussian noise that scales like the distance between the images of integers within the unit interval (Line 23). In addition, \( \varepsilon \), the minimum allowed \( \sigma \) and eigenvalue of \( \sigma C^{1/2} \), is kept fairly large (\( 4/255 \)) to tilt the convergence vs. exploration balance slightly toward exploration.

CMA-ES directional search directions are scaled by \( \sigma C^{1/2} \). Because the diameter of the unit hypercube \([0, 1]^P\) is \( \sqrt{P} \) and consequently can attain large values (this is the so-called “Curse of Dimensionality”), a somewhat large upper bound on \( \sigma C^{1/2} \)’s eigenvalues, namely \( \Lambda = \sqrt{P}/3 \), is used so as to allow the search to reach the corners of the search space within a reasonable number of iterations (Lines 1 and 17–19).

We also propose ensuring that \( C^{1/2} \) has at least one eigenvalue no smaller than 1 as well as one no larger than 1 so that the above bounds make sense. If this does not hold, we simultaneously rescale \( \sigma \) and \( C^{1/2} \) to make it true while keeping their product unchanged (Lines 5–7 and 14–16). Combined seatbelting of \( \sigma \) and \( C^{1/2} \) through their product is a novel feature of the proposed method.

Whenever an eigenvalue of \( C \) is too small (because of the active weights, eigenvalues can be negative) or too large, the proposed method replaces \( C \) by its square root before clamping the eigenvalues, the square root being a somewhat arbitrary choice which does the job of pulling \( C \) toward the identity while retaining more information about preferred search directions than hard clamping. Existing CMA-ES methods just clamp. Finally, the \( 4/3 \) multiplier appears in Lines 9 and 32 owing to the fact that with eager weights \( \mu = 3\lambda/4 \).

### 3.4. Joint Optimization of the LiDAR and the Object Detection CNN

Robidoux et al. [43] jointly optimized a hardware HDR (High Dynamic Range) camera sensor, an ISP operating in HDR mode, and a CNN for object detection and classification by block coordinate descent. A similar approach could be used in the present context. This is a future research direction.
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