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In this supplementary material, we first show additional
registration results in Section A and additional ablation
studies in Section B. We then describe additional method
and baseline details in Section C.

A. Additional Results
Additional Pair Results. In Figure 1, we show additional
low-overlap view registration samples from ScanNet [4]
validation and test images.

SLAM Reconstructions. In Figure 2, we show various
scene reconstructions from TUM RGB-D [22] and Scan-
Net [4] using our camera pose estimates with a scalable vol-
ume integration [3, 25]. We show that our method obtains
consistent and high-quality reconstructions in challenging
low-frame-rate scenarios. We use 1 fps for TUM RGB-D
(top row) and 1.5 fps for ScanNet (last 3 rows).

Runtime. On an RTX 3090, our method takes 0.63s for
pairwise registration (except I/O, 0.05s SuperGlue) and can
be made orders of magnitude faster by JIT and custom ker-
nels for network inference and GN optimization.

Pairwise Evaluation on SuperGlue Test Split. We also
evaluate our model on ScanNet test pairs introduced in Su-
perGlue [20]. While SuperGlue evaluation pairs are sam-
pled with a bias towards higher-overlap pairs (only 19% of
pairs have < 30% overlap, less than 4% of pairs for < 10%
overlap), our method does not suffer but even improves pose
recall on this data, as shown in Table 1.

Method Recall by Overlap %
< 30% ≥ 30%

SG + BF [5, 6, 20] 77.39 98.19
Ours (w/ SG + BF) 80.21 98.52

Table 1. Registration recall by overlap in the SuperGlue [20] Scan-
Net [4] test pairs @ 15◦, 30cm.

Motion Blur in Non-Expert Capture Video. To demon-
strate the practical applicability of low FPS registration, in

Figure 1. Additional low-overlap registration on ScanNet [4],
where traditional feature matching fails. Predicted NOC cor-
respondences are visualized, along with object box and camera
poses of the left and right images in green and blue, respectively.

Fig. 3, we show a sample non-expert captured real video se-
quence with motion blur where two sharp frames are more
than 20 frames apart.
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Figure 2. Example scene reconstructions from TUM RGB-D [22]
and ScanNet [4] with optimized camera trajectories. Interpolation
of camera color from blue to red represents the temporal order of
cameras. Geometric reconstructions are obtained using scalable
TSDF volume integration [3, 25].

Low FPS Discussion. Lower FPS registration can en-
able various applications, allowing for more compute bud-
get for other tasks, or enabling the selection of low mo-
tion blur frames for reconstruction during fast capture. On
the other hand, our approach remains beneficial in higher
FPS scenarios, for instance improving ATE RMSE from
5.41 of SG+BF to 5.22 (ours) at 10fps on shorter ScanNet
scene718 00, and 21.67 to 16.37 at 3fps on longer ScanNet
scene430 00. To handle longer sequences and higher frame

Input Modality Class Avg. Instance Avg.
Color 37.33 41.31

Color + Depth 46.46 54.34
Color + Depth + Normal 48.92 55.09

Table 2. Multi-modal inputs for object recognition. We evaluate
Scan2CAD [1] alignment accuracy over ScanNet25k validation
images [4]. Adding jet-colored depth input [7] improves perfor-
mance significantly. Normal input also offers a notable improve-
ment, particularly in category average, helping infrequently-seen
categories to generalize better.

Method ≤ 10 (10, 30) ≥ 30
GeoTrans 22.08 64.27 93.11
SG + BF 24.03 73.45 95.95

Ours (Color only) 37.01 77.84 96.50
Ours (Color + Depth only) 42.21 80.64 97.16

Ours (final) 45.45 81.44 97.16

Table 3. Pose recall @ 30cm, 15◦ by overlap % range. Ours refers
to Ours (w/ SG + BF), with color, depth, and normal inputs.

rates, we need to incorporate additional hierarchy levels,
which we do not employ in this work for a simpler yet fair
comparison between different feature-matching and object
constraints.

B. Ablation Studies
Effect of Multi-modal Inputs on Object Recognition. To
measure the effect of multi-modal (color, depth, normals)
learning in object recognition, we use a set of per-frame
object alignment accuracy metrics over the whole Scan-
Net25k [4] validation set. We measure Scan2CAD [1]
alignment accuracy over object poses as well as standard
2D recognition metrics, restricting the number of possible
objects from a category per image instead of per scene. We
show the results in Table 2. The local alignments are ob-
tained using the input depths and predicted NOCs. Our
multi-modal approach shows notable benefits over color
features only.

Effect of Multi-modal Inputs on Pairwise Registration.
In Table 3, we measure the effect of multi-modal inputs
in the final registration task, using our best method com-
bined with SG+BF. Multi-modal inputs especially benefit
in the low-overlap scenario, achieving a registration recall
improvement from 37.01% in the color-only case to 45%
when using depth and normal inputs.

Effect of Object Identification Context Size. To assess
the effect of context size (i.e., the scaling factor of the de-
tected bounding box) on object matching, we evaluate the
effect of context size top-1, top-2, and top-3 correctness of
best-matching objects between ScanNet [4] validation pairs
that have at least 1 shared object. top-2 and top-3 refer to up
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Figure 3. A self-captured sequence of frames with a smartphone. We show that two non-blurry frames on the left and right are apart by >
20 frames, where motion blur is measured using the variance-of-Laplacian thresholding. We show three sample frames in between that are
affected by the motion blur. Hence, low FPS registration would have real-world use in scenarios where frames not affected by motion blur
must be considered for registration.

Figure 4. Crops of object regions in different context sizes, where
object mask is magnified in red. A larger context size captures
more details regarding the whole image while smaller context sizes
capture more object details.

Context Size top-1 top-2 top-3
4 92.86 84.30 81.27
5 93.41 85.40 80.72
6 92.03 84.57 79.89

Table 4. We evaluate top-1, top-2, and top-3 object matching ac-
curacy using different context sizes. Context size is used to scale
the detected object box for ROI-cropping for object identification.
We show a context size of 5 is a sweet spot for a robust top-1 and
top-2 object matching, while a smaller context size is better for
top-3 matching.

to 2 and 3, since all pairs may not have that many objects.
We consider three different context sizes: 4, 5, and 6. These
context sizes c are used to scale the detected object boxes
B as cB when used to crop image regions for object iden-
tification. We show the effect of context size in Figure 4
and Table 4, and find that c = 5 produces the most robust
performance.

Effect of Background Context in Object Identification.
Without encoding the background and training our identifi-
cation model that only uses foreground object crops without
bounding box scaling, top-1 object identification accuracy
drops from 93.41% to 91.21%.

Top-1 vs. Top-2 Filtering. In Table 5, we evaluate the reg-
istration recall at different overlap levels for top-1 and top-
2 matching object selection. To be selected, objects must
be from the same category with mean embedding distance
< 0.05. We do not report top-3 matching, since it produces

Recall by Overlap %
≤ 10 (10, 30) ≥ 30

Top-1 52.38 81.05 99.42
Top-2 42.86 77.89 99.42

Table 5. Recall at 15◦, 30cm by overlap percentage. We compare
top-1 and top-2 selections of objects in our best method variants,
Ours (w/ SG + BF). We show top-1 matching is more robust, es-
pecially in the low-overlap cases.

identical results to top-2 due to our other outlier removal
strategies. In low-overlap cases, top-1 matching offers addi-
tional robustness, while with high overlap the two strategies
perform identically. This is expected since in high-overlap
frames, identical objects and their contexts look more sim-
ilar to each other. On the other hand, in the low-overlap
regime, there is a higher chance of having ambiguities since
different objects may look similar due to viewpoints, and
usually, there is a smaller number of matching objects com-
pared to high-overlap cases. Therefore, having only the
best-matching object increases the robustness by reducing
the chance of error.

Effect of Symmetry Filtering in Pairwise Registration.
In Table 6, we show the effect of filtering out the sym-
metric objects in our method, with and without keypoint
constraints. While symmetry filtering helps in both cases,
the effect is greater when keypoint constraints are not used,
since keypoint constraints help to resolve potential ambigu-
ities caused by the rotational symmetries.

C. Method and Baseline Details
C.1. Data Preparation

We use ScanNet [4] RGB-D frames along with CAD
model annotations from Scan2CAD [1] to provide supervi-
sion for object NOCs. To train the Mask R-CNN [9]-based
NOC prediction network, we use ScanNet400k, a subset of
the 2.5m ScanNet RGB-D frames defined by ROCA [4, 8].
To supervise object class categories and their 9-DoF poses,
we use the Scan2CAD CAD alignment labels. Different
from ROCA, we match the alignment labels to ScanNet’s
own instance labels, thereby obtaining NOCs and object
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Method Pose Recall
Ours (w/o keypoint, w/o sym flt.) 68.28

Ours (w/o keypoint) 70.87
Ours (w/ SG + BF, w/o sym flt.) 86.73

Ours (w/ SG + BF) 87.38

Table 6. Pose recall @ 15◦, 30cm results with and without filtering
out rotationally symmetric objects, where the filtering is enabled
by rotational symmetry classification trained alongside NOC pre-
diction. We show that symmetry filtering helps more in the object-
only case (w/o keypoints), while still maintaining some improve-
ment when our method is combined with keypoints. This shows
that the keypoint constraints help to resolve symmetry ambiguities
in object constraints.

labels via an inverse projection of RGB-D depth measure-
ments instead of renderings of CAD models.

To train the object identification network, we sample
triplets of objects; each triplet is sampled from the same
scene. To ensure wide baseline coverage, we take the pos-
itive samples that are at least 100 frames apart. We use the
predictions matched with the ground-truth labels to obtain
object crops, matched using the Hungarian algorithm over
predicted boxes.

C.2. Architecture

Additional Mask-RCNN Backbone Details. We use the
weights and configuration of Mask-RCNN-R50-FPN-3x
[9, 10, 12, 13, 18] model from Detectron2 [23] as initializa-
tion. Our method predicts 32x32 masks instead of 28x28,
to increase the resolution of our object correspondences;
therefore, our method pools 16x16 feature grids for region
proposals. Due to its fully convolutional nature, the default
mask head pre-trained on COCO [13] can still be used for
initialization. We use a batch size of 4 images with 128 re-
gion proposals each for training and fine-tune each layer of
the backbone, except the first 2 layers.

NOC Prediction Head. We use a fully-convolutional net-
work that predicts NOCs for every object. We use the same
16 × 16 × 256 pooled features as in the mask prediction.
The feature map is first processed by four 3 × 3 convolu-
tions with channel sizes of 256. The resulting feature map
is then upsampled to 32×32×256 using a single 3×3 con-
volution that maps the channel size to 1024, followed by a
pixel shuffle operator [16, 21]. The upsampled feature map
is further processed using a single 3 × 3 convolutions and
two 1 × 1 convolutions all with hidden sizes 256 modeling
a shared MLP. The output is obtained via a final 1× 1 con-
volution that projects the feature map to the desired output
channel size of 3. We use ReLU activations for each layer
except the output, and a padding of 1 for all 3× 3 convolu-
tions. Only NOC values of foreground pixels are considered
for training and inference, using the values of ground-truth

and predicted segmentation masks, respectively.

Scale Regression Head. We use a fully-connected network
(MLP) for regressing 3D anisotropic object scales. We use
the same 16× 16 feature map as in the NOC head. For effi-
ciency, the network input is first downsampled to 8×8×256,
using a single 5× 5 convolution with a stride of 2, and then
flattened. Then, we apply two fully-connected layers with
a hidden size of 1024. For the 3D scale output, we use
a per-category affine layer, similar to the scale prediction
head of Vid2CAD [15] and ROCA [8]. That is, the final
layer regresses 3 scale values for each of the 9 categories
and selects the correct category using the object classifica-
tion. This enables learning category-specific weights and
biases that model the different scale statistics of different
categories, e.g., tables being much larger than trash bins
or three-person sofas having a different aspect ratio than
chairs. All hidden layers use ReLU activations.

Symmetry Classification Head. We use an MLP that is
identical to the scale regression head except for the final
layer dimension. We use a per-class affine output since
the symmetry statistics of each category tend to differ, e.g.,
trash cans and tables are more often symmetric than chairs.

Object Identification Network. We use a metric learn-
ing approach for identifying objects across frames. Our
model backbone is built from an ImageNet [18]-pre-trained
ResNet18 [10] architecture provided by Torchvision [16].
We use each layer except the final linear layer, and repli-
cate the backbone for both background and foreground in
each input modality (i.e., color and depth), without parame-
ter sharing. We concatenate the foreground and background
features, sum the concatenated color and depth features, and
feed the result to an output network that applies a 2 × 2
max-pooling, a 2 × 2 convolution that doubles the feature
channels, followed by a global max pooling, and an output
linear layer that produces a 1024-dimensional embedding.
We use ReLU activations for every hidden layer. We train
the network using an initial learning rate of 1e-4, which is
decreased by 10 when no improvement has occurred in the
last two validation steps; validation is run every 5k itera-
tions, evaluating top-2 matching accuracy between valida-
tion image pairs.

Input Depth and Normal Preprocessing. We use multi-
modal networks [7] to process the depth inputs for both
NOC prediction and object identification. For NOC pre-
diction, we normalize the depth inputs assuming a maxi-
mum depth of 10 meters (sufficient for indoor rooms) and
then color the depths using inverse jet coloring from Mat-
plotlib [11] such that red represents near and blue represents
far since orange/yellow tones are more common than blue
tones in real indoor images. We also estimate normals from
depths, using bilateral filtering followed by a nearest neigh-
bor downsampling for depth, followed by a smooth normal
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estimation using 5 × 5 Sobel filters. We observe that us-
ing normals with half the size of the depth map improves
computational efficiency and model accuracy, likely due to
their smoothness. Normals are directly colored to RGB by
mapping the [−1, 1] range to [0, 255] range. For object iden-
tification, we also use inverse jet-colored depths. However,
we normalize the depths using the maximum depth value
observed in the image rather than using the absolute maxi-
mum depth.

C.3. Energy Optimization on RGB-D Sequences

Optimization for Temporal Sequence Registration. Due
to the temporal nature of sequence data, we apply adjusted
thresholds from the pairwise registration scenario. In fil-
tering consecutive frames, we use a 30cm instead of a 20cm
threshold in BundleFusion Kabsch filtering [5] threshold for
keypoint matches to ensure consecutive frames can be reg-
istered, with other outlier removal thresholds remaining the
same. For non-consecutive frames that may contain poten-
tial loop closures, we make the constraints stricter, using a
15cm threshold for BundleFusion Kabsch filtering. We also
use a 0.04 threshold for object matching to ensure further
robustness in loop closures.

Loop Closure Outlier Rejection. We apply various filters
to accept or reject loop closures, i.e., frame pair matches
that are not consecutive. We only apply loop closure filters
for ScanNet data [4], since TUM RGB-D [22] scenes are
relatively small.

When using loop closures with objects, we only accept
loop closures where objects’ optimized depths (z-dimension
of the translation) are below 2.15m in at least one of the
frames in a frame pair. We also ensure the z-dimension of
the translation is positive in at least one of the matching
frames. To apply such translation filtering, we transform
the optimized global object poses to the local object poses
using the optimized camera pose. We also filter out degen-
erate object optimizations by filtering out any object with
an optimized scale dimension less than 0.05.

For loop closure without objects, we apply a global trans-
lation filtering by rejecting loop closures whose optimized
relative camera translation is too large. That is, we allow
a maximum of 60cm translation in nearby loop closures
(within the consecutive 20 frames) and 1.5m for loop clo-
sures that are farther away. We exclude loop closure edges
that do not adhere to these constraints from the global pose
graph optimization.

Pose Graph Optimization Details. We use the default
global Gauss-Newton pose graph optimizer from Open3 [2,
25]. For ScanNet [4], we use a maximum correspondence
distance of 0.1, an edge prune threshold of 0.45, and use
a 100% preference rate for loop closures. For TUM RGB-
D [22], we use loop closure preference of 35% with all other

hyper-parameters the same.

Pose Graph Restructuring. We also make some adjust-
ments to the standard pose graph structure of [2] to han-
dle low-frame-rate scenarios more robustly. We make spa-
tially distant consecutive edges uncertain, using a transla-
tion threshold of 40cm in TUM RGB-D [22] and 50cm in
ScanNet [4]. We also make some non-consecutive edges
certain if they have a translation of less than 4.5cm. This
helps to overcome distant consecutive frames by assigning
nearby loop closures as parents, helping significantly in per-
formance.

C.4. Baselines

GeoTransformer. We evaluate the 3DMatch [24] pre-
trained Geometric Transformer [17], since re-training or
fine-tuning on our ScanNet [4] pairs did not empirically
help in terms of further generalization. We use the standard
LGR optimizer to obtain results since it worked slightly
better than RANSAC in our experiments. When com-
bining with our method, we integrate the weighted fea-
ture matches to our Gauss-Newton optimization following a
BundleFusion-style [5] outlier removal, similar to our hand-
ing of SuperGlue baseline [6, 20].

Redwood Optimization Details. We use the best-
performing pose-graph hyperparameters for the Redwood
(Global Registration) [2] method to obtain maximum ro-
bustness in different datasets of SLAM sequences. First,
we cancel the graph restructuring process since it does not
provide any benefits. For ScanNet [4], we use edge prune
threshold 0.25 and max correspondence distance 1.0, with
loop closure preference of 100% for long sequences (>115
frames) and 30% for other sequences. For TUM RGB-D,
we change the edge prune threshold to 0.5 and the loop
closure preference rate to 50%. The baseline initially uses
FPFH [19] features with RANSAC, but it falls back to ICP
for odometry edges with < 0.5 convergence score.

BundleFusion SIFT Optimization Details. We use the
best-performing hyperparameters for the SIFT + BF [5, 14]
approach for sequence registration. We use a Procrustes
threshold of 50cm for ScanNet and 30cm for TUM RGB-
D, respectively, for odometry cases, and 30cm for ScanNet
and 20cm for TUM RGB-D for loop closures. We use max
correspondence distance and edge pruning threshold of 0.5
for ScanNet and 0.5 and 3 for TUM-RGBD. We also use
graph re-structuring in ScanNet, using a 4cm threshold to
make loop closure edges certain. For both TUM-RGBD and
ScanNet, we use a 1m threshold in nearby frames and 50cm
and 75cm thresholds in far-away frames to make them un-
certain. We refer to Open3D [25] registration pipelines for
further detail.
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