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A. Overview

This material provides more information on our TaI-DPT
and experimental results. The supplementary material is or-
ganized as follows. In Sec. B, we present more details about
our prepared text data used for training. In Sec. C, we dis-
play more ablation studies on the training loss, different VL
pre-trained models, texts v.s. images for prompting and the
coefficients used in the prompt ensemble. In Sec. D, we
discuss the connection and distinction between our method
and the dual-prompt design proposed in [10].

B. More Details about Text Descriptions

B.1. Noun Filtration

To extract the category labels from texts exhaustively,
we construct synonym dictionaries for classes involved in
VOC2007 [4], MS-COCO [8], and NUS-WIDE [3] by gath-
ering the expressions of the classes from different sources.
We use the WordNet [5] interface provided by [2] to get a
relatively comprehensive list of synonyms and then man-
ually select words with specific meanings for inclusion in
the synonym dictionary. In addition, we also collect ex-
pressions for categories from standard online dictionaries.
Besides, some words exist in the corpus in simple and com-
pound forms, like “cellphone” and “cell phone”, and we pri-
oritize compound word matches. Since the 80 categories
of MS-COCO [8] cover the categories of VOC2012 [4],
for these two datasets, we filtered the captions from MS-
COCO using the same synonym dictionary (shown in “syn-
onyms COCO.txt”) to obtain the texts and labels as the
training data. For NUS-WIDE [3], we introduce local-
ized narratives from OpenImages [7], which have a broader
range of content, to cover all the concepts in NUS-WIDE.
The synonym dictionary for NUS-WIDE is shown in “syn-
onyms NUSWIDE.txt”.

*This work was done when Zixian Guo was a research intern at TAL.

Table A. Comparison of the results when training TaI-DPT with
different learning objectives. Ranking loss (RL) [6] is a properer
and more flexible way to guide the learning of prompts.

Loss VOC2007 MS-COCO NUSWIDE
BCE 84.9 59.0 40.5

ASL [1] 84.6 56.9 36.0
RL [6] 88.3 65.1 46.5

B.2. Hand-craft Prompt Templates

Using the noun filtration strategy above, we end up with
66,087, 100,543, and 456,759 pieces of text for VOC2007,
MS-COCO, and NUS-WIDE, respectively. Even for some
common categories, the amount of texts is relatively suf-
ficient, but we still find that there are few occurrences of
certain categories in the texts. Especially for objects that
are not prominent on which the text descriptions tended
not to focus. So to process these categories better, we
also added the hand-crafted prompt templates for each
class as training data. The used templates are listed in
“prompt templates.txt”.

C. More Ablation Studies

C.1. Loss Function

As explained in Sec. 3.4 of our main paper, we discussed
the loss function used to train our TaI-DPT. Here, we pro-
vide the results on the three datasets when training with
common binary cross-entropy loss (BCE), asymmetric loss
(ASL) [1], and ranking loss (RL) [6]. Formally, the binary
cross-entropy loss is defined as:

L=BCE(p,y) + BCE(p′,y),

BCE(q,y)=− 1

C

C∑
i=1

[yi · log qi + (1− yi) · log (1− qi)]

(1)
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Table B. Results of other pre-trained VL models.

VL model
ZeroShot TaI-DPT

VOC2007 MS-COCO VOC2007 MS-COCO
OpenCLIP (ViT-B/32, LAION-2B) 80.5 52.5 87.7 64.2

DeCLIP (ResNet50, 88M) 77.6 43.8 80.3 46.2

Table C. The results of training the double-grained prompt with
text data and labeled images on VOC2007. Our TaI-DPT can learn
effective prompts in the zero-shot setting.

Method DPT ZSCLIP TaI Image

VOC2007 7 76.2 86.0 90.0
X 77.3 88.3 93.9

where p and p′ are global and local classification score.
And the asymmetric loss is defined as:

L=ASL(p,y) + ASL(p′,y),

ASL(q,y)=− 1

C

C∑
i=1

[yi · k+ + (1− yi) · k−],

k+=(1− qi)
γ+ log qi,

k−=(qmi )γ− log (1− qmi )

(2)

where qm = max(q −m, 0) and hyperparameters γ+, γ−
and m are set as 1, 2 and 0.05, respectively, according to
[10]. The training results with different losses are shown in
Table A.

C.2. Effects of various VL models

From Table B, our approach consistently improves on
different VL models trained with different data sources.
Pre-trained with much fewer data, DeCLIP performs
weaker in zero-shot recognition and adaptation.

C.3. Texts v.s. Images for Prompting

To directly compare the difference between prompting
with texts and prompting with images, we train our double-
grained prompt with images (I-DPT) from trainval set and
compare it with TaI-DPT on the test set of VOC2007 [4].
The results are shown in Table C. It’s obvious that we can
learn the prompts well with sufficient labeled images, im-
proving the mAP of zero-shot CLIP from 77.3 to 93.9.
However, when no image data is available, our TaI-DPT
can reach 88.3 mAP, demonstrating the effectiveness of our
zero-shot prompt tuning scheme.

C.4. Summation Coefficient in Prompt Ensemble

As illustrated in Sec. 3.5 of our main paper, our TaI-
DPT can easily combine with existing prompting meth-
ods learned with images and yield complementary improve-
ments. Here, we explore the coefficient used to fuse the
classification score produced by different models. For ex-
ample, let p1 denote the score provided by CoOp [11] and

Figure A. Relation between ensemble performance on MS-COCO
and summation coefficient.

Table D. The results of using hand-crafted positive and negative
templates during the zero-shot inference of CLIP [9]. Despite con-
taining a completely opposite meaning, the negative linguistic in-
puts still achieve considerable accuracy.

Template VOC2007 MS-COCO NUSWIDE
Pos. 76.2 47.3 36.4
Neg. 66.2 41.8 24.3

p2 denotes the score yielded by our TaI-DPT. The merged
score is obtained by weighted summation p = λ ·p1+(1−
λ) · p2.

From Fig. A, we can see the change of mAP of p relative
to coefficient λ. So we set λ = 0.6 for the ensemble of TaI-
DPT and CoOp-DPT learned from few-shot samples, which
gives better results in various few-shot settings. Similarly,
we set λ = 0.9 when combining our TaI-DPT with Dual-
CoOp [10] when partially annotated images are available.

D. Comparison with DualCoOp

As the first approach to adapt pre-trained CLIP [9] to
multi-label recognition tasks, DualCoOp [10] proposes to
use a pair of contrastive positive and negative prompts to
generate binary classification probability for each class.
However, the negative prompt may not be a property way
to adapt CLIP. In Table D, we show zero-shot recognition
results of CLIP [9] with hand-crafted positive and nega-
tive templates. We use a positive template, ”a photo of
a [CLASS]” and a negative template, ”a photo without
[CLASS]”. It seems that the negative prompt is dominated
by the [CLASS] token and still gives rise to considerable
recognition accuracy as the positive prompt does, which can
make it reluctant to analyze the effect of a negative prompt.

But for our proposed double-grained prompt tuning
(DPT), the two prompts are all positive and focus on global
and local features separately. Intuitively, the global prompt



can be seen as a hand-crafted prompt like “a photo of a
[CLASS]”, and the local prompt can be seen as “a cropped
photo of a [CLASS]”. The two positive prompts can be
learned flexibly with ranking loss [6], without relying on
each other to produce a classification score for each class.

Besides, DualCoOp [10] uses all images from the train-
ing set with partial labels to learn the prompts. Our TaI-DPT
advocates using descriptive texts as an alternative when
there is no image data, and the pseudo-label for each text de-
rived with noun filtration can be regarded as incomplete cat-
egorical labels. As such, our prepared text data is somewhat
homogeneous with the partial-labeled image data, which
leads to gentle improvements when combining our method
with DualCoOp. However, in the case of few-shot im-
age samples available, our TaI-DPT brings considerable en-
hancements by ensemble with the few-shot approach like
CoOp [11] as shown in Fig. A.
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