A Strong Baseline for Generalized Few-Shot Semantic Segmentation
Appendix

A. Datasets

We evaluated our method on two widely-used few-shot
segmentation benchmarks: PASCAL-5° [5] and COCO-20°
[5]. The former is built based on PASCAL VOC 2012 [1]
(containing 20 semantic classes) with additional annota-
tions from SDS [2], while the latter is built from MS-COCO
[4] (containing 80 semantic classes). In both datasets, the
classes are split into 4 disjoint subsets, and the experiments
are done in a cross-validation manner. For each fold, the
set of novel classes is extracted from one of these subsets
while the union of the remaining subsets will be the set of
base classes. Furthermore, as discussed in the main paper,
we have introduced a new scenario, where the number of
novel classes is increased, referred to as PASCAL-10¢. The
semantic classes in each fold of PASCAL-10? are detailed
in Tab. 1.

B. Ablation on the number of iterations

In our empirical validation, the proposed loss function,
Lpram, is optimized for a fixed number of iterations (n =
100), which was chosen arbitrarily. As demonstrated in
Fig. 1 and Tab. 2 the metrics reach high values using only
a few iterations. This finding shows that we can speed up
the adaptation further by reducing the number of iterations
while keeping the performance relatively intact. Also, con-
tinuing the adaptation for longer does not hurt the perfor-
mance and the metrics stay almost the same. Please note
that, as stated, the number of iterations in all the experi-
ments in the main manuscript was set to 100 arbitrarily, dis-
regarding the findings of this section.
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Figure 1. Performance of the method as the number of itera-
tions in the adaptation phase increases. Metrics improve rapidly
and first and the improvements slow down as the model is further
optimized. The dotted green line indicates our choice for the num-

ber of iterations in the main manuscript. Results are provided for
PASCAL-5".

C. Detailed results

The evaluation of our approach is performed in a cross-
validation manner. In particular, there exist 4 folds for each
of PASCAL-5% and COCO-20% benchmarks, and 2 folds for
PASCAL-10". In the main manuscript, the reported results
are obtained by averaging over all the folds in these bench-
marks. Table 3 shows the performance of our model on each
fold individually.

D. Harmonic mean

Following [8], we provide in Tab. 4 the harmonic mean
score, referred to as H-Mean, of CAPL [7], BAM [3], and
our method for reference. Using this metric increases the
overall performance gap between our method and existing
approaches.

| Base classes

PASCAL-10° aeroplane, bicycle, bird, boat, bottle, diningtable, dog, horse, motorbike, person,
bus, car, cat, chair, cow potted plant, sheep, sofa, train, tv/monitor
PASCAL-101 diningtable, dog, horse, motorbike, person, aeroplane, bicycle, bird, boat, bottle,

potted plant, sheep, sofa, train, tv/monitor

bus, car, cat, chair, cow

Table 1. Semantic classes in each fold of PASCAL-10°. In this benchmark, each fold contains 10 novel classes and hence introduces

more difficulties in the generalized few-shot segmentation scenario.



1-Shot 5-Shot
# iterations Base Novel Mean Base Novel Mean
10 70.15 3538 52.77 69.92 48.51 59.22
50 70.79 3533 53.06 70.63 54.15 62.39
100 70.89 35.11 53.00 70.85 5531 63.08
200 70.87 35.10 52.99 70.81 56.00 63.41
300 7091 35.18 53.05 70.83 56.19 63.51
400 70.88 35.30 53.09 70.85 56.22 63.54

Table 2. Precise values of the performance metrics, at selected
points on the plots in Fig. 1. The shaded row indicates our choice
for the number of iterations reported in the main manuscript. Re-
sults are provided for PASCAL-5¢.

1-Shot 5-Shot

Benchmark Fold Base Novel Mean Base Novel Mean
0 7133 2936 50.35 71.06 5372 62.39

1 69.54 46.72 58.13 69.63 6333 66.48

PASCAL-5’ 2 69.10 27.07 48.09 69.12 5401 61.57
3 73.60 37.30 5545 73.60 50.19 61.90

mean 70.89 35.11 53.00 70.85 55.31 63.08

0 49.01 15.89 3245 4890 2486 36.88

1 46.83 19.50 33.17 47.10 33.94 40.52

COCO-20" 2 48.82 1693 32.88 49.12  27.15 38.14
3 4845 16.57 32.51 48.37 2895 38.66

mean 4828 17.22 3275 48.37 28.73 38.55

0 68.69 3440 51.55 68.49 5594 6222

PASCAL-10* 1 71.83 28.17 50.00 72.00 47.84 59.92

mean 70.26  31.29 50.77 70.25 51.89 61.07

Table 3. Detailed results for each fold. For each of the bench-
marks, the performance of our method is presented for all the
folds.

sidered. Nevertheless, including the background IoU in the
metrics leads to marginal performance differences that are
consistent across all methods. In Tab. 5, for GFSS methods,
the background IoU is included in the Base metric, refram-
ing it as Base w/ bg to avoid confusion.

1-Shot 5-Shot
Method Base w/bg Novel Mean Base w/bg Novel Mean
CAPL [7] 66.37 1746 41.92 66.95 2443 45.69
BAM [3] 72.00 27.49 49.75 72.36 28.96  50.66
DIaM 72.04 3511 53.58 72.12 5531 63.72

Table 5. Quantitative evaluation on PASCAL-5° compared to
GFSS methods, including the background performance in the
metrics.

F. Practical setting: employing the whole

training dataset

As discussed in the main manuscript, CAPL [7] and
BAM [3] filter out training images that contain novel
classes. This procedure is impractical in real-world sce-
narios since it needs a training set in which novel classes
are labeled, undermining the goal of few-shot learning, i.e.,
having only a few labeled examples of the novel classes.
Recent empirical evidence [0] has shown that such addi-
tional step can lead to performance gain on novel classes.
In Tab. 6, we have changed the training procedure of CAPL
and BAM and avoided removing images containing novel
classes from training. More specifically, the potential ob-

PASCAL-5? . .
I_Shot 5 Shot ]ec'ts.from novel classes are labeled as background during
training.
Method Base Novel H-Mean Base Novel H-Mean
CAPL [7] 6480 17.46 27.51 6543 2443 35.58
BAM[3] 7160 2749  39.73 7160 2896 4124 1-Shot 3-Shot
DIaM 70.89 35.11 46.96 70.85 55.31 62.12 Method Base Novel Mean Base Novel Mean
) CAPL [7] 71.59 12.69 42.14 71.71 19.58 45.65
COCO-20" BAM [3] 71.61 19.35 4548 71.66 2633 49.00
Base Novel H-Mean Base Novel H-Mean DIaM 70.89 35.11 53.00 70.85 55.31 63.08
CAPL[7] 4321 721 12.36 4371 11.00 1758 ]
BAM [3] 49.84 14.16 22.05 4985 16.63  24.94 Table 6. Quantitative evaluation on PASCAL-5' compared to
DIaM 4828 17.22  25.39 4837 2873  36.05 GFSS methods, in the experimental setting in which the whole

Table 4. Quantitative evaluation on PASCAL-5' and
COCO-20" compared to GFSS methods, using harmonic mean
as the overall score.

E. Including the background in the base score

CAPL [7] takes into account the background IoU, which
is generally higher than the IoU of base classes, when com-
puting the Base metric. We, the same as [3], believe that
since background does not represent an object of interest,
the model’s performance on this class should not be con-

training dataset is employed. In this setting, images containing
novel classes are not removed from the training process. Confirm-
ing the findings in [6], this procedure enhances the performance
on novel classes. It is also worth noting that although Novel score
has been decreased for CAPL, its Base score has been consider-
ably increased.

G. Adaptation of BAM [3] to multi-class GFSS

The results reported in [3] for the GFSS task are based
on an evaluation protocol in which only one novel class can
be recognized in a query image. Indeed, the meta-learner



from this method can only provide binary (i.e., background
vs foreground) predictions and is not practical in the setting
where multiple novel classes are to be predicted at the same
time. To be able to incorporate BAM in our empirical val-
idation, we had to adapt it so that it can predict multiple
novel classes simultaneously. These modifications are de-
tailed in what follows. First, instead of selecting K support
samples of a novel class ¢ and asking the model to segment
class ¢ in a query image, we form |C"| different support
sets, S;, one for each 7 € C™. Recall that C" is the set of
novel classes and that S; contains K samples labeled for
each novel class i. Second, we run BAM |C™| times and, in
each inference, we give the same query image alongside S;,
resulting in a foreground probability map for each class i,
called m;. Then, we need to create a single mask containing
all the novel class predictions to further use it in BAM’s fu-
sion mechanism. To do this, we create an aggregated novel
map, a, which is formed based on the resulted |C"™| maps,
in such a way that for each pixel j:

a(j) = argmax m;(j). ()
iecn

We also form p, to preserve the probability of the selected
indices, which will later be compared to the predefined
threshold 7 introduced in [3]:

alj) = i(J)- 2

Pa(j) = max m;(j) 2

Then, a and p, alongside the base map predicted by

BAM’s base-learner for the query, my, are used to perform

the fusion procedure following [3]. More specifically, the
final prediction is formulated as

a(]) pa(j) > T,
my(j) pa(j) <7 and my(j) #0, (3)
0 otherwise.

my(j) =

This change definitely slows the inference by an order
of magnitude, but this is inevitable because of the nature of
meta-learning few-shot segmentation, which needs to be ac-
commodated to produce multi-class semantic maps, as they
are tailored to binary maps.

H. Visual examples

In the main manuscript, we presented qualitative results
on PASCAL-5' using different versions of our loss function.
We observed that in the absence of the knowledge distilla-
tion term, the model misclassifies some of the previously
learned base classes as novel ones. Figure 2 shows simi-
lar results on COCO-20¢%, where the same trend is observed.
For instance, in the first two rows, base classes cell phone
and keyboard are mistakenly classified as the novel class re-
mote. Note that this problem is fixed when the knowledge
distillation term is added to the loss function.
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Figure 2. Qualitative results of different terms of DIaM’s loss function on COCO-20°. A single support set, containing the following
novel classes is used for predicting every query image: bicycle, bus, traffic light, bench, horse, bear, umbrella, frisbee, kite, surfboard,
cup, bowl, orange, pizza, sofa, toilet, remote, oven, book, teddy bear. Query images can contain any classes and every one of them is to be
recognized. From the left, the first two columns show the query image and the ground truth, and the following columns display predictions
of models using different loss functions. Results are on COCO-20° under the 5-shot setting.
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