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A. Network architectures of Soft Actor-Critic

In this section, we describe the architectures of the actor
networks and critic networks of Soft Actor-Critic (SAC) [4]
agents used in RLB-MI. Table 1 shows the hyperparameters
for both networks.

Parameter ‘ Value
Number of hidden layers 2
Number of hidden units per layer 256
Activation function ReLU

Table 1. Network architectures of both actor networks and critic
networks.

B. Experiments on digit classification task

To evaluate our method on a task other than face recog-
nition, we experiment with the baseline model inversion at-
tacks [1,5,8,9] and RLB-MI on the digit classification task.
We use a network with 3 convolutional layers and 2 pool-
ing layers as a target model and a network with 5 convolu-
tional layers and 2 pooling layers as an evaluation model.
We train the target model with a private dataset, MNIST
handwritten digit data [6], and use EMNIST-Letters [3] as
a public dataset. We reconstruct 10 images of each digit
from O to 9 using 10 random seeds. Therefore, all attacks
are evaluated with a total of 100 generated images. Our
proposed method, RLB-MI, outperforms other baseline at-
tacks as shown in Table 2. In addition, Figure 1 shows that
RLB-MI reconstructs the important features of each digit.

Type ‘ Method | Attack Acc  KNNDist  Feat Dist

. GMI 0.840 10.4 28.7
White-box KED-MI 0.980 22,0 59.1
Black-box LB-MI 0.400 30.1 78.9
RLB-MI (Ours) 1.000 6.3 23.1

Label-only | BREP-MI ‘ 0.960 12.1 39.9

Table 2. Attack performance of the model inversion attacks on the
MNIST digit classifier.
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Figure 1. Real samples and attack images from MNIST. The left-
most images are real samples and the images in the same row are
for the same digit.

C. Ablation Study on Reward Term

To better understand the effect of the proposed reward
term r3 on the performance of our attack, we conduct an
ablation study on r3. The performance of our attack is eval-
uated with and without the 73 term in the reward function.



We use the target model of Face.evoLVe [2] architecture
trained with CelebA [7] for this experiment. As shown in
Table 3, it can be observed through all the metrics that the
attack performance is significantly improved when rj is in-
cluded in the reward function.

Method | Attack Acc KNNDist  Feat Dist
RLB-MI (w/o r3) 0.576 1361.5 1273.7
RLB-MI (with r3) 0.793 1225.6 1112.1

Table 3. Ablation study results on the reward term r3.
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