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In the supplementary material, we present

• the influence of baseline images, likelihood approxi-
mation and common output space (see Subsec. 3.2) in
Subsec. A.1 and A.2.

• the details of validation for PoseIG (see Subsec. 4.2) in
Subsec. A.3 and A.4.

• the figure of the joint grouping (see Subsec. 4.1) in
Subsec. B.1.

• more quantitative results on attribution versus MEPE
and indices distribution on other models and joints (see
Subsec. 4.3) in Subsec. B.2.

• the detailed statistics on easy versus hard cases (see
Subsec. 4.3) in Subsec. C.1.

• the details of the impact of architecture and backbone
(see Subsec. 4.4) in Subsec. C.2 and C.3.

• the details of the GCN refinement (see Subsec. 5.2) in
Sec. D.

• the results on additional datasets (see Subsec. 4.1) in
Sec. E.

Note that all the notations and abbreviations here are consis-
tent with the main manuscript.

A. Discussion on PoseIG
A.1. Baseline Image

Different baseline images can significantly change the
attribution of PoseIG. We mainly discuss the difference be-
tween solid color image,s i.e. white or black images, with
linear paths and blurry images with blurry paths.

We adopt blurry images with the blurry path for PoseIG
because PoseIG with a black/white baseline image is biased
to a certain kind of color. To illustrate this, Fig. A provides
an extreme case modified artificially. We find that attribution
maps with solid color baseline images have two kinds of
bias. Firstly, the contribution of pixels with the same color
is overlooked. Secondly, the contribution of pixels with
opposite colors is preferred. We consider these as severe
biases. For instance, when a person wears black clothes
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Figure A. Attribution maps of two extreme cases to compare dif-
ferent baseline images. The first row shows the attribution map of
the input where the human area is masked with black pixels, and
the second row is masked with white pixels. (a) Input image with
targets; attribution maps and attribution KDE heatmaps computed
with (b) a white baseline image, (c) a black baseline image, and
(d) a blurry image. With solid color baseline images, IG overlooks
the contribution of the pixels with the same color and prefers those
with a large different color.

or the environment is dark, it is hard for PoseIG with a
black baseline image to keep fidelity. Similarly, when the
background is too light, the white baseline image also falls
into biased attribution. On the contrary, it is observed that
silhouettes, image edges and textures are important for pose
estimation [11]. Therefore, we choose to adopt blurry images
instead of solid color images as the baseline image of PoseIG
to avoid such bias.

A.2. Likelihood Approximation and Output Space

Common likelihood approximation and output space are
utilized in PoseIG. Specifically, we use 2D joint location as
output space for 2D human pose estimation and 3D joint
location as output space for 3D hand pose estimation. They
are necessary to ensure fairness in comparison and the axiom
of Implementation Invariance defined in [20].

In an integrated gradient, we accumulate the gradients for
a pixel of specific targets along a path as its contribution. To
ensure fairness, the targets here should be semantically the
same, and all the models should use the same information
additional to themselves to obtain the targets. To ensure im-
plementation invariance, two functionally equivalent models
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Figure B. Influence of output spaces and likelihood approximations
on the same model Simple Baseline ResNet50 [22]. (a) Input
with joint target location. (b)-(d) Attribution maps computed with
(output space, factor in likelihood approximation) at the top of each
image and (DI, FI, LI) at the bottom. Different output space and
likelihood approximations lead to different attribution maps.

Mask Nose Shoulder Elbow Wrist Hip Knee Ankle
Mm 1.68 1.62 1.68 1.57 1.68 1.76 1.70
Mro 2.66 5.17 3.75 2.01 2.18 2.04 2.11
Mru 2.54 3.38 2.66 2.93 2.74 3.04 2.95
Mrn 3.36 3.52 3.52 4.13 4.11 4.32 4.77

Table A. RE of various joints perturbed with different masks. For
each joint with each perturbation mask, RE is significantly larger
than 1, indicating that the change of EPE perturbed with the PoseIG
attribution map is much larger than that perturbed with randomized
maps.

Index 9 LAYERS 18 LAYERS 27 LAYERS 36 LAYERS 45 LAYERS 54 LAYERS
DI 13.58 13.93 16.53 17.44 19.91 21.06
FI 1.375 1.342 1.186 1.110 0.967 0.884

Table B. Quantitative results for model randomization test. Each
column records the indices of attribution maps obtained by the
model after randomizing a certain number of layers. When corrupt-
ing more layers successively, DI gets higher while FI gets lower.

should have the same attribution maps [20]. However, using
different output spaces or likelihood approximations violates
fairness and implementation invariance.

As shown in Fig. B, the same model with different modal-
ities and likelihood approximation results in various attri-
bution maps. Therefore, common likelihood approximation
and output space are necessary. Since the joint coordinate
can be obtained from other pose modalities without introduc-
ing additional factors, we use it as a common output space.
In terms of likelihood approximation, we adopt the L2 Loss
for PoseIG. Still, it is also acceptable to use other distances
for likelihood approximation.

A.3. Image Perturbation

We follow the standard image perturbation test in [7,8,10,
15, 17]. The test is conducted based on the perturbed input.
At first, we perturb the input image with the corresponding
attribution map and feed it into the model to evaluate the
performance. Secondly, we compare it with the performance

Figure C. Examples of the model randomization test. From left
to right, the attribution maps are obtained by the models being
successively more corrupted.

of the same image but perturbed with a randomized map. If
pixel values of an attribution map indicate the importance
for prediction, the performance perturbed with an attribu-
tion map should change significantly more than that with a
randomized map.
Perturbation Definition. Formally, for an input image I
with an attribution map Gm normalized by the maximum
value, and a perturbation mask M , the perturbed image Ĩ is
defined as:

Ĩ = I · (1−Gm) +M ·Gm (1)

We generate the randomized map Gr, where each pixel
is sampled from the original attribution map.
Perturbation Mask. We choose various perturbation masks
M on the image perturbation test. The first kind of mask
is images with a specific constant value. For instance, the
mask encodes the mean value of the image Mm. The second
kind of mask is the randomized image where the value of
each pixel is sampled from the original image Mro, uniform
distribution Mru, or normal distribution Mrn.
Test Results. Since we are interested in how it changes from
perturbing with a randomized map to perturbing with an
attribution map computed by PoseIG, we define the changing
ratio of difference on EPE RE as:

RE =
|Eattr − Eorigin|
|Erand − Eorigin|

(2)

where Eattr, Erand and Eorigin is the EPE of the input im-
age perturbed with the PoseIG attribution map, randomized
map, and without perturbation, respectively. Since our attri-
bution map is computed joint-wise, we evaluate the EPE of
that joint correspondingly. If R is more significant than 1, it
means that the performance perturbed with the generated at-
tribution map is changed more compared to perturbing with
randomized maps, and it is likely more faithful. We show the
perturbation test results on Simple Baseline ResNet50 [22]
of various joints with different perturbation masks in Tab. A.
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Figure D. Groups of (a) human joints and (b) hand joints. The
groups noted with color are (a) trunk joints (red), branch joints
(orange), and leaf joints (yellow); (b) wrist (red), MCP (orange),
PIP (yellow), DIP (green), and TIP (blue). The blue arrow indicates
the relationship between the child and parent along the kinematic
chain.

Joints ResNet50 ResNet101 HRNet-W32 Transpose Integral RLE
trunk 1.961 1.906 1.849 1.863 1.865 1.754
branch 1.986 1.949 1.926 1.907 1.907 1.795
leaf 2.028 1.999 1.978 1.990 1.946 1.853

Table C. FI of different kinds of joints in each pose estimation
model. Progressing down from the trunk joint to the leaf joint
through the branch joint, the mean value of FI gets larger.

A.4. Model Randomization

We use Simple Baseline ResNet50 [22] as the example to
conduct the model randomization test. Specifically, there are
54 convolutional layers in the model, and we successively
randomize the parameters of these layers. After randomiz-
ing every nine layers, we compute the PoseIG attribution
map of that randomized model. Apart from conducting the
test qualitatively like previous methods [1], we also verify it
quantitatively with the numerical indices. As Tab. B shows,
the attribution maps have less FI and LI and higher DI, indi-
cating that the attribution tends to change more with more
corrupted parameters. Therefore, PoseIG is sensitive to the
parameters in the model, so it can be used to diagnose the
model. We also visualize this as shown in Fig. C.

B. Joints Statistics

B.1. Joint grouping

Human. We divide human joints into three groups, namely
trunk, branch, and leaf joints. As Fig. D shows, the shoulder
and hip are categorized into trunk joints; the elbow and knee
are categorized into branch joints; and the wrist, ankle, nose,
eye, and ear are categorized into leaf joints.
Additionally, we define four kinds of joint pairs when dis-

cussing keypoint inversion [16], which are symmetric, child-
as-parent, parent-as-child, and others. Specifically, sym-
metric pairs include left shoulder versus right shoulder, left
elbow versus right elbow, left wrist versus right wrist, left
hip versus right hip, left knee versus right knee, and left
ankle versus right ankle; child-as-parent pairs include left
elbow versus left shoulder, left hip versus left elbow, right
elbow versus right shoulder, right hip versus right elbow, left
knee versus left hip, left ankle versus left knee, right knee
versus right hip, right ankle versus right knee; parent-as-
child includes all the reversed ordered child-as-parent pairs.
As illustrated in Fig. D (a), each arrow’s starting point and
ending point correspond to parent and child, respectively.
Hand. Hand joints are divided into five groups, including
wrist, MCP, PIP, DIP, and TIP, based on the kinematic chain
of hand and fingers. Refer to Fig. D (b) for detailed grouping
information.

B.2. Quantitative Results

We provide the indices distribution of each joint group
over more models, including CMR [4], MobRecon [5],
I2l-MeshNet [13] and HandAR [21] for hand pose es-
timation. For human pose estimation, the results in-
clude ResNet50/ResNet101 [22], HRNet-W32 [18], Trans-
Pose [23], Integral Heatmap Regression [19] and Residual
Log-likelihood Regression (RLE) [12].
Attribution versus MEPE. As Fig. E shows, for all the
2D human models, the trend is consistent with the trend in
Subsec. 4.3 on EPE versus LI. Similarly, for all 3D hand
pose models, the relationship between EPE versus FI holds
the same. Additionally, it clearly shows that the accuracy of
the hand model is more related to FI, while the accuracy of
the human model is more related to LI.
Diffusion Index. In terms of DI, each human pose model
shows a similar trend: progressing down the kinematic chain
leads to higher DI. However, in hand pose estimation, such
a trend is different. Specifically, the difference in DI among
the joints of the hand is less. We postulate this is because
3D hand pose estimation requires more dispersed spatial
information on the image to obtain depth information for all
kinds of joints. Additionally, 3D hand pose is often obtained
from a dense 3D hand mesh with successive regression. This
may also lead to less difference in DI among joints.
Foreground Index. In 2D human pose estimation, FI gets
larger, progressing down along the kinematic chain as Tab. C
shows, which means joints closer to the root of the kinematic
chain commonly require more global information. However,
the trend is different in 2D hand pose estimation as MCP
becomes the joint with the least FI, as discussed in the MCP
shortcut.
Locality Index. As shown in Fig. F, progressing down along
the kinematic chain, LI becomes higher. This indicates that
the model prefers to use local image evidence more in 2D
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Figure E. Attribution versus MEPE on different joints of two human models on MS COCO and two hand models on FreiHand. (a) FI
versus MEPE on human models; (b) FI versus MEPE on hand models; (c) LI versus MEPE on human models; (d) LI versus MEPE on hand
models. We can see that the performance of the human models is more influenced by LI, while FI influences the hand models more.

Index ResNet50 ResNet101 HRNet-W32 Transpose Integral* RLE**
DI 4.03↑ 3.71↑ 3.58↑ 3.12↑ 2.68↑ 2.17↑
FI 0.52↓ 0.52↓ 0.50↓ 0.51↓ 0.43↓ 0.41↓

Table D. Difference of DI and FI between easy and hard cases
among human models. (↑) indicates the number is higher in hard
cases, while (↓) indicates it is lower in hard cases. (*) indicates
implicit heatmap methods, and (**) indicates coordinate regression
methods. The difference between the easy and hard cases of explicit
heatmap methods is larger.

human pose estimation and 3D hand pose estimation.

C. Model Comparison

C.1. Regression versus Explicit Heatmap

Comparing explicit heatmap methods such as HRNet [18],
TransPose [23] and regression methods, including coordinate
regression such as RLE [12] and integral regression (implicit
heatmap) [19], in Fig. F, it is clear that the mean LI of
the explicit heatmap methods are larger than the two other
methods.

In terms of easy and hard cases, we show the difference
of DI and FI between easy and hard cases for each model in
Tab. D. DI increases while EPE and FI decrease significantly

from predicting easy cases to hard cases. And we find that
the difference is less among coordinate regression methods
and integral regression. This indicates that the attribution
maps of explicit heatmap methods are more sensitive to hard
cases, which may be why this method performs worse on
hard cases than the other two kinds of methods [9].

C.2. HRNet versus ResNet

HRNet [18] has both higher DI and higher LI than Simple
Baseline ResNet50/ResNet101 [22]. The mean DI of HRNet
and Simple Baseline ResNet50 is 26.63 and 22.89, while the
mean LI is 7.18 and 6.67, respectively. To investigate further,
we analyze their attribution maps on different joint groups.

We find that the variance of DI and LI over three joint
groups of HRNet is higher than Simple Baseline ResNet50.
The variance of DI and LI of HRNet is 3.15 and 5.68, while
that of Simple Baseline ResNet50 is 2.14 and 4.49. We
postulate that utilizing features from different resolutions
makes the attribution maps of HRNet differentiate more
on joint groups. As shown in Fig. H, HRNet uses more
dispersed information for trunk joints and more local image
evidence for leaf joints.



(a) Human Joints (b) Hand Joints

Figure F. Indices distribution of (a) human models on MS COCO and (b) hand models on FreiHand. The difference among each kind of
joint is similar over various models. Progressing down on the kinematic chain in either human or hand leads to less LI.

(a) MPII (b) DexYCB

Figure G. Indices distribution of (a) human models on MPII and (b) hand models on DexYCB. The trend is similar to MS COCO and
FreiHand, respectively. Since human masks are not provided in MPII, only DI and LI are computed for MPII.

(a) DI of trunk joints (b) LI of leaf joints

Figure H. Comparison between HRNet and Simple Baseline
ResNet50 on (a) DI of trunk joints and (b) LI of leaf joints. HRNet
has higher DI on trunk joints while higher LI on leaf joints.

C.3. Transformer versus CNN

As discussed in Subsec 4.4, TransPose [23], an explicit
heatmap method using Transformer as the backbone, per-
forms better on easy cases but worse on hard cases than
HRNet based on CNN [18]. We find their EPE on easy/hard
cases: TransPose(1.88/9.47) and HRNet(2.13/8.59). How-
ever, the attribution map of TransPose has less difference
between easy and hard cases compared to other CNN-based
explicit heatmap methods. We postulate that although Trans-
Pose utilizes more image evidence from the foreground with-
out occlusion, it may mistakenly predict another similar joint
in that foreground, i.e. keypoint inversion.

D. Model Diagnosis
Here, we show the refinement details in Subsec. 5.2. As-

suming that we have the output of Simple Baseline, we target



refining the output with a refinement block by establishing an
explicit pose topology. In this case, we use the GCN network
like [6,24]. For human pose estimation, we construct a graph
of joint heatmaps, G = (V,A). Here, V is the heatmaps of
human joints (i.e. , the output of Simple Baseline), and A is
a 17× 17 adjacency matrix for all the human joints. Specifi-
cally, A is the edge connections between the human joints. It
is symmetrical and satisfies Aij = 1 if joints i and j are the
same or connected, and Aij = 0 otherwise. The normalized
Laplacian and the scaled Laplacian are defined based on the
adjacency matrix A [6]. With the graph G, we follow [24]
and build the refinement block. For training, we freeze the
parameters of Simple Baseline and only learn the refinement
block using the supervision of heatmaps and the training
strategy as [22]. During testing, we use the output of the
refinement block as the final output.

E. Additional Dataset
Apart from MS COCO and FreiHand, we use additional

datasets, including MPII [2] for human pose estimation and
DexYCB [3] for hand pose estimation to conduct experi-
ments on PoseIG. Specifically, we analyze the attribution
maps of Simple Baseline ResNet50 [22] on MPII and Han-
dOccNet [14] on DexYCB. As shown in Fig. G, the trends
are similar to those on MS COCO and FreiHand in Fig. F.
The conclusion in Subsec. B.2 holds for these two other
datasets.
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