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A. Supplementary
In this supplementary, we include:

• the details of experimental setups and hyper-
parameters (A.1)

• additional quantitative results on language-driven se-
mantic segmentation (A.2)

• qualitative comparison of different language-driven se-
mantic segmentation methods (A.3)

• visualization of pixel embeddings generated by differ-
ent methods on Pascal Context (A.4)

• additional quantitative results on unsupervised seman-
tic segmentation (A.5)

• visualization of the unknown classes learned from Pas-
cal VOC 2012 (A.6)

A.1. Experimental Setup

Training During training, the augmented views of the
training images are cropped into 336×336 using random
cropping. The model weights are updated through SGD
with momentum 0.9 and weight decay 1e−3. Our model
is trained on one NVIDIA V100 GPU, which takes around
5 hours to train a model with 20k iterations.

Inference (Language-Driven) We use prompt-
engineered texts with 85 prompt templates to generate text
embeddings following [1, 6]. 80 prompt templates are the
same as CLIP [4], and the rest 5 prompt templates are used
for semantic segmentation tasks including:

• there is a {} in the scene.

• there is the {} in the scene.

• this is a {} in the scene.

• this is the {} in the scene.

• this is one {} in the scene.

To evaluate models’ performance for class-free semantic
segmentation, we split the 59 classes of Pascal Context into
4 folds as follows.

• Fold0: airplane, bag, bed, bedclothes, bench, bicycle,
bird, boat, book, bottle, building, bus, cabinet, car, cat

• Fold1: ceiling, chair, cloth, computer, cow, cup, cur-
tain, dog, door, fence, floor, flower, food, grass, ground

• Fold2: horse, keyboard, light, motorbike, mountain,
mouse, person, plate, platform, potted plant, road,
rock, sheep, shelves, sidewalk

• Fold3: sign, sky, snow, sofa, table, track, train, tree,
truck, tv monitor, wall, water, window, wood

Inference (Unsupervised) We use k nearest neighbor
(k-NN) search [3] and linear classification [5] to evaluate
learned pixel embeddings. For k-NN search, each image is
partitioned into 36 segments using k-means through 20 iter-
ations. Each segment is assigned a class label based on the
majority vote of the 20 nearest neighbors from the training
set. For linear classification, we train an additional linear
classifier, while fixing the pixel embeddings. The classifier
is trained for 60k iterations. The learning rate starts at 0.1
and decayed with a polynomial learning rate policy. Train-
ing images are cropped into 512×512, and the batch size is
set to 16.

A.2. Benchmarking Results on Language-Driven
Semantic Segmentation

We show additional quantitative results for language-
driven semantic segmentation on pixel accuracy (pAcc) and
mean pixel accuracy (mAcc).

Tab. 1 shows the benchmarking results of MaskCLIP [6],
MaskCLIP+ [6], and CLIP-S4 on the COCO-Stuff valida-
tion set. Note that all class names are used during training
for the sake of comparison. CLIP-S4 consistently outper-
forms MaskCLIP and MaskCLIP+ on both metrics.

Tab. 2 shows the benchmarking results on Pascal Contex
with unknown classes. The results are averaged over the
4 folds. CLIP-S4 significantly outperforms MaskCLIP and
MaskCLIP+ on both metrics.
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Method
CLIP COCO-Stuff
Model pAcc mAcc

MaskCLIP [6]
ResNet50 22.0 26.1
ViT-B/16 27.7 32.4

MaskCLIP+ [6]
ResNet50 26.1 32.2
ViT-B/16 35.7 39.9

CLIP-S4 ResNet50 28.6 (+2.5) 36.2 (+4.0)
ViT-B/16 36.8 (+1.1) 43.6 (+3.7)

Table 1. Language-guided semantic segmentation benchmarks
on COCO-Stuff with additional metrics (i.e., pAcc & mAcc).
CLIP-S4 consistently outperforms the state-of-the-art methods on
both metrics with CLIP models of different backbones.

Method
Pascal Context (w/ Unknown)

pAcc mAcc

MaskCLIP [6] 45.2 46.4
MaskCLIP+ [6] 43.1±4.3 40.3±2.0

CLIP-S4 54.4±1.0 52.3±0.5
vs. Baseline +9.2 +5.9

Table 2. Language-guided semantic segmentation benchmarks
on additional metrics (i.e., pAcc & mAcc) for Pascal Contex
with unknown classes. The classes of Pascal Context are split
into 4 folds with around 15 classes each fold. For each experi-
ment, classes of one fold are considered as unknown. The results
are averaged over the 4 folds. CLIP-S4 significantly outperforms
MaskCLIP and MaskCLIP+ on both metrics.

A.3. Visual Results on Language-Driven Semantic
Segmentation

Fig. 1 shows some visual results of language-driven se-
mantic segmentation on the COCO-Stuff validation set. The
CLIP model with a ResNet50 backbone is used to train
MaskCLIP+ and CLIP-S4. Images are segmented with re-
spect to different class names including both known and un-
known classes. Here a known class means its prototype is
used during training, and an unknown class means its name
is not given to the model during training. Compared with
MaskCLIP and MaskCLIP+, our results are more accurate
for both known and unknown classes.

A.4. Visualization of Pixel Embedding Projections

Fig. 2 shows the projection of pixel embeddings gener-
ated by different methods on the Pascal Context dataset. For
each class, we compute the average pixel embedding for
different methods and project the embeddings of all classes
using uniform manifold approximation (UMAP). We ob-
serve that the pixel embeddings generated by our method
are well-aligned with CLIP for most of the classes. Mean-
while, MaskCLIP+ distorts the pixel embeddings with re-

MaskCLIP MaskCLIP+ CLIP-S⁴Image

Known: dog grass frisbee Unknown: hat

Known: rock Unknown: polar bear

Known: sand sky person Unknown: parachute

Known: pizza vegetable Unknown: egg

Figure 1. Visual results of language-driven semantic segmen-
tation on COCO-Stuff validation set. Our results are more
accurate for both known and unknown classes compared with
MaskCLIP and MaskCLIP+.

Method pAcc mAcc

SegSort [3] 86.9 -
ConceptContrast [2] 89.7 -

MaskCLIP [6] 91.9 77.6
MaskCLIP+ [6] 90.9 78.6

CLIP-S4 93.2 (+1.3) 83.0 (+4.4)

Table 3. Unsupervised semantic segmentation benchmarks on
additional metrics (i.e., pAcc & mAcc). CLIP-S4 consistently
outperforms the state-of-the-art methods on both metrics.

spect to the text embeddings.

A.5. Benchmarking Results on Unsupervised Se-
mantic Segmentation

We show additional quantitative results for unsupervised
semantic segmentation on pixel accuracy (pAcc) and mean
pixel accuracy (mAcc) for Pascal VOC 2012 (Tab. 3). The
results are computed using k-NN approach [3]. Our method
consistently outperforms the state-of-the-art unsupervised
and language-guided approaches on both metrics.

Tab. 4 shows per-class IoU on Pascal VOC 2012 for
unsupervised semantic segmentation. Our method out-
performs the state-of-the-art unsupervised and language-
guided approaches in most of the classes.



CLIP (Text)
CLIP (Pixel)
MaskCLIP+ (Pixel)
CLIP-S⁴ (Pixel)

Figure 2. Visualization of pixel embedding projections on Pascal Context for different methods. For each class, the average pixel
embedding is computed and projected with UMAP. Our method can generate pixel embeddings that are well aligned with CLIP for most
of the classes, while MaskCLIP+ distorts the pixel embeddings of CLIP.

A.6. Unknown Classes Learned from Pascal VOC
2012

Fig. 3 visualizes examples of unknown classes learned
from Pascal VOC 2012. We observe that various back-
ground classes such as sky, water, grass, and building can be
extracted from the data without the guidance of class names.
Meanwhile, we also find that some fine-grained classes can

also be learned such as human hair and leg.
Fig. 4 visualizes the image segments extracted from Pas-

cal VOC 2012 validation set. The image segments are
placed based on the projection of the segment embeddings
using UMAP. The color of the box around each image patch
represents the class type of the segment, where green means
known class and orange means unknown class. We observe
that known classes form distinctive clusters such as the ta-



Method Background Aero Bike Bird Boat Bottle Bus Car Cat Chair Cow Table Dog Horse MBike Person Plant Sheep Sofa Train TV

SegSort 87.6 59.8 26.4 58.3 39.9 46.2 64.0 61.7 69.5 9.5 31.3 30.4 59.4 36.2 52.5 63.4 16.5 42.4 26.8 58.9 52.1
MaskContrast (Sup.) - 76.2 26.9 70.2 49.6 56.1 80.3 66.8 66.8 10.6 55.1 17.5 65.2 51.8 59.7 58.8 23.1 73.5 24.9 70.9 38.9
ConceptContrast 89.5 71.0 30.9 73.6 53.2 60.4 80.5 73.9 78.6 17.4 47.9 47.7 68.5 51.6 63.7 71.8 36.3 57.7 31.7 72.6 55.4
HSG - 75.1 32.2 76.9 60.4 63.9 81.7 75.5 82.0 18.5 48.7 51.2 71.5 55.0 69.4 71.0 39.8 66.8 33.3 72.3 59.6

MaskCLIP 90.5 69.7 43.0 78.4 59.4 55.5 78.3 77.7 83.5 30.9 77.4 48.3 80.5 77.1 73.1 79.1 59.9 77.9 39.5 77.6 56.2
MaskCLIP+ 89.5 66.2 34.1 75.4 56.3 64.4 84.4 78.0 82.9 25.2 75.7 48.5 77.7 74.2 72.8 74.7 43.6 70.8 37.2 76.0 58.6

CLIP-S4 92.4 83.5 37.6 85.7 69.4 75.3 89.5 79.9 87.9 28.2 83.1 57.5 83.9 82.4 76.7 80.1 50.6 80.5 42.4 81.4 63.2

Table 4. Per-class results on Pascal VOC 2012 for unsupervised semantic segmentation (mIoU). Our method outperforms previous
work consistently.
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Figure 3. Unknown classes learned from Pascal VOC 2012.
Various background classes (e.g., sky, water, grass, building, etc.)
and fine-grained classes (e.g., human hair and leg) are learned
from Pascal VOC 2012 without using class names.

ble (top left) and cow (top right). Between different known
classes, unknown class clusters can be observed. Most
of the unknown classes represent different types of back-
grounds, such as grass (middle right), sky (bottom right),
and water (bottom left). Some of the unknown classes rep-

resent sub-classes of known classes, such as different hu-
man body parts (middle left).
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Figure 4. Visualization of image segments from Pascal VOC 2012 validation set. The image segments are placed based on the
projection of the segment embeddings using UMAP. The color of the box around each image segment represents the class type (green for
known classes and orange for unknown classes.)
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