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A1. Local Attention in CReFF
To show how the features are aggregated in CReFF, we

visualize the segmentation results generated from different
semantic features, including the up-sampled LR features of
P frame (F̄P ), the warped HR features from I frame (F̂I ),
and the aggregated HR features of P frame (F̃P ). As shown
in Figure A1, the segmentation results generated from F̃P

are much better than those from F̄P and F̂I , which demon-
strates the effectiveness of feature aggregation in CReFF.
Benefiting from the local attention mechanism, CReFF se-
lectively fuses F̂I into F̄P and produces better semantic fea-
tures. According to Figure A1, we explain the function of
local attention from three aspects.

• It corrects the wrong features in F̄P . In Figure
A1(a), F̄P leads to wrong segmentation at the edge of
the large-scale background. The local attention mech-
anism rectifies such mistakes by referring to the correct
information from F̂I .

• It complements the missing features in F̄P . In Fig-
ure A1(b), segmentation results of F̄P lack relatively
small segments due to low input resolution, e.g., sign
symbols and bicyclists. With higher input resolution,
F̂I contains semantic features of these segments in de-
tail, which can be utilized to enhance F̄P by local at-
tention.

• It resists the misleading features from F̂I . In Figure
A1(c), noisy motion vectors result in F̂I of low quality,
which leads to incorrect segmentation results as a mis-
leading reference. On the contrary, F̄P provides ac-
curate segmentation for these large-scale regions. Our
proposed local attention allocates small weights to the
misleading areas, thus resisting the noise in motion
vectors.

*Corresponding author.

In each row of Figure A1, the query pixel of F̄P is de-
noted by white crosses. In the fourth column, we visualize
its normalized correlation scores inside the local neighbor-
hood of F̂I . Higher brightness of the area indicates that lo-
cal attention allocates larger weights while aggregating F̂I

into F̄P at the query pixel. With the help of local-attention-
based feature fusion, the query pixel obtains better semantic
features in F̃P , which leads to correct segmentation.

A2. Additional Experimental Results

A2.1. Performance Comparison to LR Baselines

Here we report the full comparison to image-based meth-
ods, including the 1.0x baselines and the LR baselines
ranging from 0.5x-0.7x. For a fair comparison, we re-
train the baseline models on LR images and evaluate them.
The evaluation results of LR baselines and AR-Seg mod-
els are reported in Table A1. We also present the relative
performance and computational cost changes compared to
the 1.0x baseline in the ∆̃mIoU and ∆̃GFLOPs columns
(∆̃x = ∆x

|x| ), respectively. As shown in Table A1, the LR
baselines reduce the computational cost but bring severe
performance degradation. For example, on the Cityscapes
dataset, BiseNet-0.5x saves 75.0% computational cost com-
pared to BiseNet-1.0x, but the segmentation mIoU is re-
duced by -4.2%. As a comparison, the proposed AR0.5-
Bise18 models preserve the segmentation performance of
1.0x baselines with the help of the CReFF module and the
FST strategy, while saving more than 65% computational
cost.

A2.2. Performance of Video-based Methods and
Corresponding Backbone Models

Since current state-of-the-art approaches conduct experi-
ments with different single-frame backbone models, it isn’t
easy to provide a completely fair comparison. To provide
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Figure A1. Visualization of the local attention mechanism in CReFF on the CamVid test set with d = 11. From left to right: P frame,
warped I frame, segmentation generated from upsampled LR features F̄P , segmentation generated from warped I frame features F̂I ,
segmentation generated from aggregated features F̃P and the segmentation ground-truth. For the pixel denoted as the white cross in the P
frame, its local attention weights are visualized over the segmentation results of F̂I in the fourth column. The brighter color represents that
more weight is placed on the neighborhood location. Better viewed in color.



Table A1. Comparison of AR-Seg and the image-based methods on CamVid test set and Cityscapes valid set.

Method
PSPNet18 [23] BiseNet18 [22]

mIoU(%)↑ ∆̃mIoU↑ GFLOPs ↓ ∆̃GFLOPs ↓ mIoU(%)↑ ∆̃mIoU↑ GFLOPs ↓ ∆̃GFLOPs ↓

C
am

V
id

1.0x 69.43 - 309.02 - 71.57 - 58.83 -
0.7x 69.03 -0.6% 151.43 -51.0% 69.92 -2.3% 29.08 -51.6%

AR0.7- 71.23 +2.6% 169.86 -45.0% 71.78 +0.3% 31.89 -45.8%
0.6x 68.16 -1.8% 111.26 -64.0% 69.64 -2.7% 21.21 -64.0%

AR0.6- 70.82 +2.0% 133.09 -56.9% 71.60 +0.0% 24.68 -58.0%
0.5x 66.87 -3.7% 77.27 -75.0% 68.01 -5.0% 14.97 -74.6%

AR0.5- 70.48 +1.5% 101.98 -67.0% 70.38 -1.7% 18.96 -67.8%

C
ity

sc
ap

es

1.0x 69.00 - 560.97 - 70.09 - 178.96 -
0.7x 67.87 -1.6% 277.23 -50.6% 68.52 -2.2% 88.53 -50.5%

AR0.7- 70.23 +1.8% 302.95 -46.00% 70.86 +1.1% 97.10 -45.7%
0.6x 67.03 -2.9% 202.97 -63.8% 67.66 -3.4% 66.56 -63.4%

AR0.6- 69.45 +0.7% 234.91 -58.1% 70.72 +0.9% 76.06 -57.5%
0.5x 66.75 -3.3% 140.24 -75.0% 67.17 -4.2% 44.74 -75.0%

AR0.5- 69.03 +0.0% 177.44 -68.4% 70.57 +0.7% 57.00 -68.2%

Table A2. Comparison of AR-Seg and the video-based methods on CamVid test set and Cityscapes valid set.

Single-frame baseline Video approach
Method Backbone mIoU(%)↑ GFLOPs ↓ mIoU(%)↑ GFLOPs ↓ ∆̃mIoU↑ ∆̃GFLOPs ↓

C
am

V
id

Accel-DL18 [10] DeepLab18 [3] 58.13 245.65 66.15 397.70 +13.8% +61.9%
TD4-PSP18 [8] PSPNet18 [23] 69.43 309.02 70.13 363.70 +1.0% +17.7%
BlockCopy [18] SwiftNet-RN50 [13] 70.41 215.90 66.75 107.52 -5.2% -45.7%
TapLab-BL2 [6] MobileNetV2 [16] 69.93 236.40 67.57 117.73 -3.1% -50.2%
Jain et al. [9] DeepLab50 [3] 70.65 318.12 67.61 146.97 -4.3% -53.8%
AR0.6-PSP18 PSPNet18 [23] 69.43 309.02 70.82 101.98 +2.0% -57.0%
AR0.6-Bise18 BiseNet18 [22] 71.57 58.83 71.60 24.68 +0.0% -58.0%

C
ity

sc
ap

es

Accel-DL18 [10] DeepLab18 [3] 57.64 516.20 68.25 1011.75 +18.4% +96.0%
TD4-PSP18 [8] PSPNet18 [23] 69.00 560.97 70.11 673.06 +1.6% +20.0%
BlockCopy [18] SwiftNet-RN50 [13] 72.47 500.35 67.69 294.20 -6.7% -41.2%
TapLab-BL2 [6] MobileNetV2 [16] 71.85 480.34 68.90 237.29 -4.1% -50.6%
Jain et al. [9] DeepLab50 [3] 72.26 721.41 68.57 342.67 -5.1% -52.5%
AR0.6-PSP18 PSPNet18 [23] 69.00 560.97 69.45 234.91 +0.7% -58.1%
AR0.6-Bise18 BiseNet18 [22] 70.09 178.96 70.72 76.06 +0.9% -57.5%

the most reasonable comparison, we report the results of the
single-frame backbone models along with the video-based
methods. For example, TD4-PSP18 [8] makes use of PSP-
Net18 [23] as the single-frame backbone model. As shown
in Table A2, PSPNet18 achieves 69.00 mIoU on the com-
pressed Cityscapes dataset with 309.02 GFLOPs. Based
on PSPNet18, the application of TDNet brings 17.7% addi-
tional computational cost and 1.0% performance improve-
ment due to attention modules. We denote the relative
changes using ∆̃GFLOPs=+17.7% and ∆̃mIoU=+1.0%.
As for the Accel [10] framework, although it changes the
network depth to achieve efficient VSS, it still raises the
computational burden to a large extent due to the heavy op-
tical flow network. Other video-based baselines, including
BlockCopy [18], TapLab [6], and Jain et al. [9], reduce the

computational cost by around 50%, but fail to maintain the
performance of single-frame backbone model, resulting in
accuracy degradation ranging from 3% to 7%.

As a comparison, the proposed AR-Seg successfully pre-
serves the segmentation accuracy of single-frame backbone
models while saving more than 55% computational cost.
The computational cost reduction mainly comes from the
altering resolution strategy, and the capability of preserv-
ing performance comes from the composition of CReFF
and FST. Utilizing the same PSPNet18 backbone as TD4-
PSP18, AR0.6-PSP18 achieves similar performance on the
compressed CamVid and Cityscapes datasets at the cost of
much less computation. Compared to these video-based
methods, our proposed AR-Seg is a better solution to main-
tain performance and reduce computational costs. With



the lightweight backbone model BiseNet, AR0.6-Bise18
achieves good accuracy and computational cost perfor-
mance.

A2.3. Per-class Analysis

We report the IoUs of some representative classes of
CamVid in Table A3. Our method performs better on cat-
egories like fence, pedestrian, and bicyclist. These classes
benefit from our carefully designed CReFF module. Note
that similar to other methods using feature propagation
[6, 8], AR-Seg performs worse on small objects, e.g., the
column pole category. As for the color coding, the bus and
traffic light in CamVid share the same color because they
belong to the ignored classes [8, 10].

Table A3. IoUs(%) of some classes in the CamVid dataset.

Class Fence Pedestrian Bicyclist Column Pole

PSPNet18(1.0x) 61.81 48.57 60.74 33.10
AR0.5-PSP18 66.47 50.97 65.15 31.21

A2.4. Experiment with Strong Backbones

We further evaluate AR-Seg with stronger CNNs back-
bones and a transformer backbone on Cityscapes. The ex-
perimental results are summarized in Table A4, showing
that all these backbones can benefit from our method. Note
that the mIoUs of these backbones are lower than the orig-
inal papers due to the compression artifacts in compressed
videos.

Table A4. Results of more backbones on the Cityscapes dataset.

Backbone
1.0x baseline AR0.6-

mIoU↑ GFLOPs↓ mIoU↑ GFLOPs↓
PSPNet-50 [23] 72.91 1395.85 73.27 577.88
PSPNet-101 [23] 75.30 2181.71 75.53 918.50
SegFormer-MIT-B3 [21] 77.54 987.75 78.01 390.16

A3. Experiment Details

A3.1. Video Compression Configuration

The original CamVid and Cityscapes datasets contain
60Mbps videos that are almost losslessly encoded with-
out motion vectors. However, since 60Mbps doesn’t match
the bit-rate for videos around 1080p in realistic streaming
and storage applications, we pre-process the original video
frames with an HEVC encode-decode process to simulate
the compressed videos with reasonable bit-rates. First, with
a pre-defined length of Group Of Picture (GOP) L, the

frames in a GOP are compacted into yuv format by FFm-
peg. Then we use x2651 to encode the yuv frames into
the HEVC video stream. The codec settings to produce our
main experiment results are as follows:

• CamVid: L is set to 12, the frame rate of HEVC video
stream is set to 30 , and the bitrate is set to 3Mbps.

• Cityscapes: L is set to 12, the frame rate of HEVC
video stream is set to 17 , and the bitrate is set to
5Mbps.

As for the structure of GOP, we consider I and P frames
in our experiments for simplicity. We also turn on the rect-
angular and asymmetric motion partitions to fully utilize the
HEVC/H.265 standard. For the last pre-processing step, we
decode the HEVC video stream to get the motion vectors
and compressed video frames for model training and evalu-
ation. We follow the practice in previous work [20] to trace
back the MV of P frames to the I frame. For video formats
that contain B frames, motion vectors can also be obtained
in the same way. We describe the treatment including B
frames in Section A4.

Since the pioneering work CoViAR [20], the auxil-
iary information in compressed videos, like motion vectors
and residuals, has been well exploited in computer vision
tasks. However, existing literature mainly conducts experi-
ments based on MPEG4 and H.264 codec [6, 9], which are
far behind the state-of-the-art video compression standard:
HEVC/H.265 and VVC/H.266. As far as we know, we
are the first to extract and utilize the motion vectors of the
HEVC/H.265 video stream. The code for pre-processing
will be released together with the code for experiments.

A3.2. Training Details

Our models and baselines are initialized with ImageNet
[5] pre-trained parameters. We use random flipping, ran-
dom scaling, and random cropping as data augmentation.

We train AR-Seg in two stages. In the first stage, we
train the HR branch on HR images using the segmentation
loss. Note that if a pre-trained image segmentation model
is available, the first stage can be skipped. In the second
stage, we fix the HR branch and train the LR branch with
FST. The neighborhood size of CReFF is set to 7 × 7 in
our experiments. Given a GOP length L, we train the LR
branch with image pairs (i, p), where p refers to the P frame
with annotation and i = p− (L− 1) refers to the I frame as
a reference. We denote the distance between the annotated
and the reference frames as d, then d = L−1 for the training
pairs.

1x265 is a software codec for creating digital video streams in the
HEVC/H.265 video compression format. The source code is available at:
https://github.com/videolan/x265



For the CamVid [2] dataset, networks are trained by
Adam optimizer [11] for 100 epochs with batch size 8. The
learning rate is initialized as 0.001 and decays following the
cosine annealing schedule.

For the Cityscapes [4] dataset, networks are trained by
stochastic gradient descent [17] with momentum 0.9 and
weight decay 5e-4 for 200 epochs with batch size 16. The
learning rate is initialized as 0.01 and follows the same co-
sine annealing decay schedule.

We train our models with image frames from the high-
bit-rate (HBR) original videos and motion vectors from the
low bit-rate (LBR) compressed videos, and evaluate them
on image frames and motion vectors extracted from the low
bit-rate (LBR) compressed videos. All other video-based
baseline methods [6, 8–10, 18, 24] are also trained on the
HBR original video frames. We directly evaluate their pre-
trained models on the compressed LBR videos for a fair
comparison. As explained in Section A3.1, the HBR videos
are encoded at 60Mbps, and the LBR videos are encoded
at 5Mbps and 3Mbps for Cityscapes and CamVid, respec-
tively.

We also directly trained our method and baselines on the
compressed LBR video frames and motion vectors. How-
ever, the LBR models consistently perform worse than the
HBR models. For example, we present the evaluation re-
sults on the CamVid validation set in Table A5. The com-
pression artifacts in LBR videos could be the main obstacle
to training good models.

Table A5. Performance of models trained on different bit-rate ver-
sions of CamVid. Models are evaluated on the compressed 3Mbps
CamVid validation videos.

Method HBR Model LBR Model GFLOPs

PSPNet18-1.0x 69.43 68.48 309.02
PSPNet18-0.6x 68.16 67.51 77.27
BiseNet18-1.0x 71.57 70.82 58.83
BiseNet18-0.6x 69.64 68.73 14.97
Accel-DL18 [10] 66.15 65.48 397.70
TD4-PSP18 [8] 70.13 69.26 363.70
BlockCopy [18] 66.75 66.07 43.46
TapLab-BL2 [6] 67.57 66.83 167.53
Jain et al. [9] 67.61 66.39 146.97
AR0.6-PSP18 (ours) 70.82 70.11 101.98
AR0.6-Bise18 (ours) 71.60 70.87 18.96

A3.3. Evaluation Details

For evaluation, since only a part of video frames in the
CamVid and Cityscapes datasets are annotated with seman-
tic labels, we follow the previous works [10,24] to simulate
the mIoU evaluation on densely per-frame labeled video
datasets. Specifically, for each frame p with annotation, we
select its reference keyframe i by d ∈ [0, L− 1]. For d = 0,

we treat frame p as the keyframe and process it by the HR
branch. Otherwise, we feed frame p into the LR branch.
The average of mIoUd for each distance d is reported as
the mIoU result.

To evaluate the computational complexity, we measure
the FLOPs by PyTorch-OpCounter [15] following the previ-
ous methods [12,14]. Note that within a GOP, the keyframe
is processed by the HR branch, and the other non-keyframes
are processed by the LR branch. We report the average
FLOPs within a GOP computed with the following equa-
tion:

FLOPs =
1

L
×FLOPsHR +

L− 1

L
×FLOPsLR. (1)

All the comparisons are evaluated on the compressed
videos.

A4. Full Treatment Including B Frames
To simplify the description of our method, we mainly

describe and experiment with our proposed AR-Seg frame-
work based on compressed videos consisting of I frames
and P frames in the main paper. In this section, we explain
how to apply our method to compressed videos containing
both P and B frames.

As shown in Figure A2(a), a P frame refers to its pre-
vious I frame or P frame. The motion vectors from the P
frame to its reference frame (not always the I frame) have al-
ready been stored in the compressed video. While the video
decoder reconstructs a P frame, we can obtain the motion
vectors from this P frame to the I frame by accumulating
along its reference trajectory, e.g., 3(P)-2(P)-1(I) for frame
3(P). The tracing-back operation only accumulates existing
data (per-frame motion vectors) and incurs little computa-
tional overhead.

For compressed videos containing B frames, as shown in
Figure A2(b), the overall reference structure and decoding
order become more complicated since a B frame bidirec-
tionally refers to the I frame or P frame before and after it.
However, despite the complicated decoding order in video
decoders, the B frame’s reference frames (the P frame and I
frame) have already been decoded when the video decoder
reconstructs it, which is the same as the P frame’s condition.
Then we can find a corresponding pixel in the I frame for
each pixel in this B frame following its reference trajectory,
e.g., two trajectories 2(B)-4(P)-1(I) and 2(B)-1(I) for frame
2(B). This way, we can obtain the motion vectors from the
B-frame to the I-frame in the same trace-back manner as P
frames with little computational overhead.

With the obtained motion vectors for P frames and B
frames, our proposed AR-Seg can process the decoded
video frames efficiently. Moreover, since AR-Seg iden-
tifies keyframes according to the GOP structure in com-
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(a) GOP structure for compressed videos with I frames and P frames only.
GOP=7.
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(b) GOP structure for compressed videos with I frames, P frames and B
frames. GOP=7.

Figure A2. Illustrations for different GOP structures in com-
pressed videos.

pressed videos, our segmentation framework can process
each frame as soon as the video decoder reconstructs it
without incurring additional latency. Such an online pro-
cessing property makes it possible to integrate AR-Seg with
video decoders in actual low-latency real-time applications.

A5. BD-FLOPs
In this section, we describe the idea and formulation of

BD-FLOPs mentioned in Resolution of LR branch of Sec.
4.3. BD-FLOPs is designed to measure the average com-
plexity reduction brought by the proposed Video Seman-
tic Segmentation (VSS) algorithms. Following the widely
applied metrics BD-Rate [1] in video compression, we de-
rive BD-FLOPs by replacing the bitrate-PSNR of video en-
coders with the complexity-accuracy of VSS algorithms.

Specifically, given the computational cost X under dif-
ferent input resolutions and the corresponding segmentation
accuracy Y , we fit a cubic polynomial function F(y) to
the data points (yj , log(xj)), where X = [x0, x1, . . . , xN ],
xj ∈ R, j = 0, . . . , N , and Y = [y0, y1, . . . , yN ], yj ∈ R,
j = 0, . . . , N . Since X spans multiple orders of magnitude,
similar to Bjontegaard’s analysis of bitrate [1], we follow
the practice in BD-Rate and calculate the relative complex-
ity reduction in the logarithmic space. The fitted polynomial

function F(y) represents the accuracy-complexity curve of
a specific VSS algorithm, and can be used to calculate the
average difference in computational cost between different
methods.

In this paper, we measure the complexity reduction of
our proposed altering resolution algorithm (AR) compared
to the constant resolution baseline (CR) by BD-FLOPs. Our
experiments are conducted on the CamVid [2] dataset. Both
methods are equipped with the same image segmentation
backbone, e.g., PSPNet18 [23], or BiseNet18 [22]. Based
on the data points (XCR, Y CR) and (XAR, Y AR), we fit
the polynomial curves FCR(y) and FAR(y), respectively.
The average complexity reduction BD-FLOPs of AR-Seg is
calculated by

BD-FLOPs = eD − 1, (2)

D =
1

ylim1 − ylim0

∫ ylim1

ylim0

[FAR(y)−FCR(y)] dy, (3)

where ylim0 = max(yCR
0 , yAR

0 ) and ylim1 =
min(yCR

N , yAR
N ) denote the integral limits. The calculation

of BD-FLOPs with backbone BiseNet18 is visualized in
Figure A3. Since FAR(y) always lies under FCR(y),
the integral result D is less than zero for the illustrated
example, leading to a negative value of BD-FLOPs.

We calculate BD-FLOPs with all data points. Each algo-
rithm has eight points in total, with input resolution ranging
from 0.3x to 1.0x. AR-Seg achieves -76.73% and -51.06%
BD-FLOPs with PSPNet18 and BiseNet18, respectively.
BD-FLOPs measures the average computational reduction
at different accuracy levels. Such a curve-to-curve differ-
ence is a more compact and, in some sense, more accurate
way to evaluate the efficient VSS algorithms, compared to
the point-to-point difference used in [8, 19]. Furthermore,
for other complexity-concerned algorithms, e.g., dynamic
neural networks [7], our proposed BD-FLOPs can also be
applied for better evaluation.

Similarly, the mentioned BD-mIoU in Sec. 4.3 can also
be calculated following the above steps by simply exchang-
ing xs and ys.
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