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1. More Visualization Results

Here, we show clearer figures to visualize the input correlation matrices and category correlation matrices. We take ResNet32x4 as the teacher model and ResNet8x4 as the student model and train them on CIFAR-100 \cite{2}. We calculate the input correlation distance on a batch of data with a batch size of 64. We can see from figures that when compared with the vanilla KD \cite{1} method, our method reduces the distance of both input correlation and category correlation matrices effectively.
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Figure 1. Distance of the input correlation matrix between the teacher and student model. We take ResNet32x4 as the teacher model and ResNet8x4 as the student model and train them on CIFAR-100. We calculate the input correlation matrix on a batch of data with a batch size of 64.
Figure 2. **Distance of the category correlation matrix** between the teacher and student model. We take ResNet32x4 as the teacher model and ResNet8x4 as the student model and train them on CIFAR-100.