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Overview
This supplementary material presents more details and ad-
ditional results not included in the main paper due to page
limitation. The list of items included are:

• More dataset statistics and analysis in Sec. A, includ-
ing statistics and analysis of image source, keypoint
visible/occlude/invisible attributes distribution, human
size distribution, and annotation visualization.

• Experimental details in Sec. B, including implementa-
tion details of models used in our experiments, analy-
sis of human detection and pose estimation results, and
more evaluation results on Human-Art.

• More discussion about related datasets for multi-
scenario generalization in Sec. C.

A. Dataset Statistic and Analysis
A.1. Image Sources

Human-Art is a comprehensive human-centric dataset
with 50,000 images from 20 distinctive scenarios, where
each scenario contains 2,500 images. As shown in the right
part of Fig. 1, the images are selected from a total of 30
different image sources and we guarantee diversity of im-
age sources for each scenario. Specifically, Human-Art in-
clude images collected from European, North American,
East Asia, and South African authors, ranging from Before
the Common Era to the 21st century with humans in differ-
ent poses, shapes, and textures.

A.2. Keypoints Attribute

Human-Art follows MSCOCO [9] to annotate keypoints
with visible/occlude/invisible attributes. The left part of
Fig. 1 shows the percentage of the total visible, occluded,
and invisible keypoints in all the annotated scenarios of
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Figure 1. Statistical analyses on the visibility for all keypoints
comparing our 20 scenes with MSCOCO [9] (left) and the distri-
bution map of image sources of Human-Art (right).

Human-Art compared to MSCOCO. As can be observed,
the invisible keypoints of the MSCOCO dataset reach a per-
centage of 63.2%, which is much higher than that of all the
categories in Human-Art. We attribute it to the fact that
MSCOCO does not only focus on human-centric scenes,
despite the fact that it contains more than 250,000 humans.
This resulted in a large percentage of small-scale, incom-
plete, and fuzzy humans, which can only be annotated using
bounding boxes. At the same time, the percentage of visible
keypoints of many categories in Human-Art is slightly low.
This is because, on the one hand, artistic natural scenar-
ios usually contain elaborate movements and fabric cover-
ings, which obstruct the human body; on the other hand, im-
ages in artificial scenarios may have unclear lines or missing
body pieces lost in history. Overall, Human-Art has a higher
percentage of keypoint annotation than COCO, which can
benefit the related tasks with more valid data.

A.3. Human Size Distribution

As shown in Fig. 2, human sizes in Human-Art are
more evenly distributed than MSCOCO [9]. The average
height of humans in Human-Art is 0.40 times the image’s
height, whereas in MSCOCO is 0.28 times, which shows
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Figure 2. Distribution of bounding box width{image width
and bounding box height{image height. The horizontal axis
shows the ratio of a human bounding box’s height and width to
the entire image. The vertical axis shows the percentage of human
bounding boxes with the corresponding height and width ratio.

that Human-Art has fewer tiny humans than MSCOCO due
to its human-centric image collecting process. The average
ratio for human width is 0.15 and 0.25 in Human-Art and
MSCOCO, respectively. For the reason that human be-
ings are usually long and thin, the width ratio of humans is
more concentrated in small proportions. A more balanced
distribution of human sizes enables Human-Art to support
downstream tasks required for various-sized humans. For
example, motion transfer usually needs bigger and more
detailed human figures to output characters with higher fi-
delity. However, image generation needs to generate hu-
mans in a variety of resolutions to satisfy the user’s require-
ments. More interestingly, despite our relatively large as
well as balanced human size, the poor performance from
detection and pose estimation suggests that our dataset still
offers difficulties beyond scale, such as appearance diver-
sity, background variation, and pose complexity.

A.4. Annotation Visualization

We show the annotation quality and image diversity of
Human-Art with the human bounding-box and keypoint an-
notation in Fig. 3. The diversity of Human-Art derives from
the wide variations in painting techniques among categories
as well as the variations in the human size, body shape, and
character pose within each category. This makes Human-
Art a more challenging dataset than previous real-world hu-
man datasets, necessitating higher generalization abilities
from the detection and estimation model.

B. Exprimental Details
B.1. Implementation Details

For human detection, we provide baselines of Faster
R-CNN [13], YOLOX [12], Deformable DETR [25], and
DINO [23]. All the pretrained models we use are trained
exclusively on MSCOCO [9]. And the training is imple-
mented on the random shuffle of MSCOCO and Human-

Art. The implementation details are explained as follows:

• Faster R-CNN: We choose Faster R-CNN on Feature
Pyramid Networks [8] with ResNet-50 [4] as the back-
bone. For testing, the pertained model we use is trained
on 8 NVIDIA GTX 1080 Ti GPUs for 12 epochs. For
training, we trained on 8 NVIDIA RTX 3090Ti GPUs.
Given that data volume has almost doubled, we trained
21 epochs rather than the original 12 epochs to guar-
antee model convergence.

• YOLOX: We choose YOLOX-L with an input size of
640x640. For testing, the pertained model we use is
trained on 8 NVIDIA Tesla PG503-216 GPUs for 300
epochs. For training, we trained on 4 Nvidia Tesla
A100 GPUs.

• Deformable DETR: We choose Two-Stage De-
formable DETR with ResNet-50 [4] as the backbone.
For testing, the pertained model we use is trained on 8
Nvidia Tesla v100 GPUs for 50 epochs. For training,
we trained on 4 Nvidia Tesla A100 GPUs.

• DINO: We choose DINO-5scale with Swin-L [11] as
the backbone. For testing, the pertained model we use
is trained on Nvidia Tesla A100 GPU for 31 epochs.

For human pose estimation, we provide baselines of
HRNet [14], ViTPose [20], HigherHRNet [2], and ED-
Pose [21]. All the pretrained models we use are trained
exclusively on MSCOCO [9]. The training is implemented
on the random shuffle of MSCOCO and Human-Art. For
top-down pose estimation methods, we use human detec-
tors with settings the same as listed above in testing, and use
augmentations of the ground truth bounding box (e.g., ran-
dom flip, random bounding box center shift) in the testing
and training stage. To make a fair comparison with COCO,
testing and training only consider 17 human keypoints. The
implementation details are explained as follows:

• HRNet: We choose HRNet-W48 with an input size of
256x192. For testing, the pertained model we use is
trained on 8 Nvidia Tesla v100 GPUs for 210 epochs.
For training, we trained on 4 Nvidia Tesla v100 GPUs.

• ViTPose: We choose ViTPose-H with an input size of
256x192. For testing, the pertained model we use is
trained on 8 Nvidia Tesla v100 GPUs for 210 epochs.

• HigherHRNet: We choose HigherHRNet-W48 with an
input size of 512x512. For testing, the pertained model
we use is trained on 8 Nvidia Tesla v100 GPUs for
300 epochs. For training, we trained on 4 Nvidia Tesla
A100 GPUs.

• ED-Pose: We choose ED-Pose with ResNet-50 [4] as
the backbone. For testing, the pertained model we use
is trained for 60 epochs.

For human mesh recovery, we use the same optimization
strategies as in Sketch2Pose [1] with 17 human keypoints
and self-contact keypoint. The 2D-to-SMPL model used in



Figure 3. Annotated examples in Human-Art. We randomly select 3 images from each category to show the annotation quality and image
diversity of Human-Art. Images in Human-Art are varied in terms of human shape, pose, texture and size.

Sketch2Pose [1] includes optimization of 2D bone tangents,
body part contacts, and bone foreshortening. In the main
paper, we contrast the visualization results of not using and
using body part contacts in Fig. 6. Results show using self-
contact keypoints benefits 3D mesh recovery by minimizing
the 3D distance near the self-contact area. Noted that due to
the influence of the other two optimization elements, bone
tangents and bone foreshortening, body parts that do not di-
rectly connect to the self-contact area show different poses
with and without the self-contact optimization (e.g. the el-
bow angle in Fig. 6 (a) and (b) in the main paper).

B.2. More Analyses of Human-centric Tasks

The confidence scores output from pose estimation or
human detection model indicate how confident the model is
for output results. The AP scores indicate the models’ aver-
age prediction accuracy. We try to analyze why these cur-
rent models underperform on our data based on the two met-
rics. Fig. 4 shows the variation of human detection model
YOLOX [12] and pose estimation model HRNet [14]’s con-
fidence score and AP distribution before and after training.
We use the same trained model as in main paper.

We provide analyses from the following three aspects:
(1) The contrast of confidence score and AP distribution.
We discover that the model tends to be over-confident,
where the confidence score distribution and AP distribu-
tion do not show a positive correlation. This issue has be-
come more serious in artificial scenes of Human-Art. For
instance, in Fig. 4 (e) and Fig. 4 (f), although the pose es-
timation model shows a relatively high confidence score in
most images, a large proportion of the estimation outputs’
AP scores range from 0 to 0.25. (2) The contrast between
before training and after training. The recurring finding is
that training can reduce the percentage of both low confi-
dence scores and low AP scores, which is consistent with
common sense. Another interesting finding is that, although
the mean AP score on MSCOCO [9] is reduced after joint
training, the percentage of the low scores is reduced as well,
as shown in Fig. 4(b) and Fig. 4(d). This may be because
the more evenly distributed human size and the richer depic-
tions in Human-Art help the model to obtain better adapt-
ability on hard poses in real-world scenarios. (3) The con-
trast between human detection and pose estimation tasks.
After training, human detection shows a more uniform AP
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(a) Human Detection Confidence Score Distribution before Training
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(b) Human Detection AP Distribution before Training
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(c) Human Detection Confidence Score Distribution after Training
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(d) Human Detection AP Distribution after Training
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(e) Pose Estimation Confidence Score Distribution before Training
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(f) Pose Estimation AP Distribution before Training
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(g) Pose Estimation Confidence Score Distribution after Training
AP
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(h) Pose Estimation AP Distribution after Training

Figure 4. Contrast of confidence score and AP distribution of human detection model YOLOX [12] and pose estimation model HRNet [14]
before and after training on our proposed scenes and COCO. Specifically, (a)-(d) shows the distribution of pose estimation, and (e)-(h)
shows the distribution of human detection. The horizontal axis of each figure shows the confidence score/AP intervals. The vertical axis of
each figure shows the image percentage in each score/AP interval.

distribution along the horizontal axis. However, the pose
estimation model shows concentrated distributions in low
and high AP scores. This may be due to the differences
in the two methods’ targets. When human detection fails,
valid interactions between ground truth and detected results
may still exist. But caused by the interaction across differ-
ent keypoints, pose estimation typically fails more severely.

B.3. Cross Dataset Results

Due to the page limit, we put cross-dataset experimen-
tal evaluation on Human-Art and Sketch2Pose in Table 1.
MSCOCO, Sketch2Pose, and Human-Art have different
keypoint definitions, thus we give out results on the 10/17
intersected keypoints of the three datasets (the three datasets
have 10 intersected keypoints. MSCOCO and Human-
Art have 17 intersected keypoints). Four training set-

Test Set HA(T) HA(F) SK(T) SK(F)

MSCOCO 63.5‡ / 62.4* 74.5‡ /74.8* 13.5* 47.6*

Human-Art 65.7 / 63.6* 64.4 / 61.9* 14.3* 43.3*

Sketch2Pose 71.6* 70.5* 16.3* 68.9*

1 Training Strategies: HA for Human-Art . SK for Sketch2Pose. T for training
from scratch. F for fine-tuning from the HRNet pretrained on MSCOCO.

2 * / ‡ means calculating on the 10 / 17 intersected keypoints of different datasets
(Human-Art & Sketch2Pose / Human-Art & MSCOCO).

Table 1. AP results of pose estimation model HRNet on 3 test sets
(the first column) under 4 training strategies (the first row). The
best results on 10 intersected keypoints are shown in Red.

ting is shown in the table, where (1) HA(T) means using
Human-Art for training, (2) HA(F) means using Human-
Art to finetune the model pre-trained on MSCOCO, (3)
SK(T) means using Sketch2Pose for training, (4) SK(F)
means using Sketch2Pose to finetune the model pre-trained



on MSCOCO. Results show that Sketch2Pose is not suffi-
cient for the training of multi-scenario pose estimator and
thus shows poor results. Both training and fine-tuning with
Human-Art can lead to a relatively satisfactory accuracy,
where fine-tuning with Human-Art has the highest AP in
the natural scenario, and training with Human-Art has the
best results on Human-Art and Sketch2Pose. Considering
the commonness of natural humans in daily life, the rec-
ommended usage of Human-Art is still combining training
Human-Art with MSCOCO.

C. Datasets for Multi-Scenario Generalization
Existing datasets [3, 5, 7, 15–18] that include multi-

scenario are more often used in domain generalization.
They focus on object classification or object detection tasks.
Related methods try adapting classifiers or detectors from
natural to artificial images [19, 22]. However, as demon-
strated in Table 2, several limitations of these datasets make
them hard to bridge natural and artificial human-centric
tasks. First, the number of images and categories in these
datasets is insufficient. Second, the number of downstream
tasks they can support is constrained by the fact that they
only have bounding box or object category annotations.
Third, these datasets contain only a small percentage of
scenes with humans and are not applicable to human-centric
tasks. Besides, BAM! [5] is a large-scale dataset with 7
artificial categories targeted at image classification, but it
uses untrustworthy model classifiers to label images instead
of manually labeling, which may result in a lot of labeling
mistakes.

Task Dataset Image Natural
Scenario

Artificial
Scenario

Inoue N. et al. [5] 5,000 1 3
Office-Home [15] 15,500 2 2

PACS [7] 9,991 1 3
People-Art [16] 1,490 1 42 *

Photo-Art [18] 5,375 1 1O
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Human-Art (Ours) 50,000 4 16
* The 42 painting styles of People-Art [16] have different classifi-

cation criteria from Human-Art, and these styles are encapsulated
within the proposed 20 categories of Human-Art.

Table 2. Comparison of multi-scenario datasets that serve for gen-
eral object classification and detection tasks.

By contrast, Human-Art is a full-scenario human-centric
dataset inclusive of domain generalization tasks of both pre-
vious multi-scenario datasets such as human detection do-
main generalization, and other tasks such as human pose
estimation, image generation, and image style transfer.

Previous methods solve domain gap problems of object
detection by transferring knowledge from the source do-
main to the target domain. [16] fine-tune Faster R-CNN

on People-Art to detect humans in artworks. H2FA R-
CNN [19] proposes a Holistic and Hierarchical Feature
Alignment R-CNN to enforce image-level alignment for
object detection. [5] use image-level domain transfer and
pseudo-labels from the source domain to train object detec-
tor SSD300 [10].

Previous works [6, 24] have explored domain general-
ization and adaptation for human keypoint detection in the
natural scenario. However, to the best of our knowledge,
no previous works involve multi-scenario human keypoint
detection in both natural and artificial scenes.

In a word, no suitable domain adaptation and domain
generalization method in the literature can be directly ap-
plied to Human-Art and we leave it to future work.
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