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A. Appendix

This document first provides the proof of Proposition 1.
Then, we present additional results on the LN-COCO [4]
dataset under the unsupervised T2I generation task based
on StyleGAN2 [2]. We also evaluate the performance of
the T2I results using a diffusion-based text-to-image gener-
ative model [6] to validate the generality of the proposed
approach. Finally, we demonstrate additional qualitative
results supplementing Figure 3 of the main paper, which
visualizes the synthesized results on the MS-COCO [3]
and Conceptual Captions 3M [8] datasets given by CLIP-
GEN [9], LAFITE [10], and VDL based on StyleGAN2 un-
der the unsupervised setting.

A.1. Proof of Proposition 1

Proposition 1. Let ẑtxt be the sample obtained by the pro-
posed sampling strategy SVDL based on zimg. Then, the fol-
lowing inequality always holds for G(·;ϕztxt) with arbitrary
values of its parameter ϕztxt :

ẑTtxtzimg ≥
√
1− r2,

where r < 1.

Proof. The inner product can be expressed as

ẑTtxtzimg = zTimg
zimg + r · gimg

∥zimg + r · gimg∥
, (19)

where gimg is equivalent to Normalize(G(zimg)). In addi-
tion, the denominator in (19) is given by

∥zimg + r · gimg∥ =
√
(zimg + r · gimg)T (zimg + r · gimg)

=
√
1 + 2r · zTimggimg + r2. (20)

∗This work was partly done during an internship at Kakao Brain.

Based on the two equations, we have

ẑTtxtzimg =
zTimg(zimg + r · gimg)√
1 + 2r · zTimggimg + r2

=
1 + r · zTimggimg√

1 + 2r · zTimggimg + r2

=
(1 + 2r · zTimggimg + r2) + (1− r2)

2
√
1 + 2r · zTimggimg + r2

≥
√
1− r2,

where the last inequality is derived by using the inequality
of arithmetic and geometric means.

A.2. Experiments on LN-COCO

We compare the proposed method with CLIP-GEN [9]
and LAFITE [10] on the LN-COCO [4] dataset using Style-
GAN2 under the unsupervised setting. As presented in
Table 5, our method outperforms existing approaches by
large margins. Figure 7 depicts synthesized images given
by VDL and CLIP-GEN [9], where the results of LAFITE
are not provided since its pre-trained model is not publicly
available.

A.3. Ablation on T2I models

We remark that our approach is model-agnostic; any type
of conditional image generation network is applicable to our
framework. To validate the effectiveness of the proposed
method without carefully designing the T2I network, we
replace StyleGAN2 [2] with a diffusion model, Latent Dif-
fusion Model (LDM) [6], and perform experiments on the
MS-COCO [3] and Conceptual Captions 3M [8] (CC3M)
datasets under the unsupervised setting.

A.3.1 Implementation Details

For the second-stage training, we optimize LDM [6] for
150k and 300k iterations on the MS-COCO [3] and Con-
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ceptual Captions 3M [8] datasets using the Adam opti-
mizer with a batch size of 64 and an initial learning rate of
6.4× 10−5. We set the resolution of the latent space to 64,
where a pretrained Vector Quantized GAN [1] is selected
as a latent perceptual compression network without an ex-
tra fine-tuning. Following the latent conditioning strategy
used in [5], we inject CLIP features to the noisy predic-
tions of the backbone network based on U-Net [7] inside
the LDM framework [6]. Specifically, we replace the last
group normalization layer in each residual block of the U-
Net with an adaptive group normalization layer whose scale
and shift parameters are computed by applying a single fully
connected layer to the temporal positional embeddings. For
conditioning given sentences, the outputs of the normaliza-
tion layer are further multiplied with the projected CLIP
features using a single fully connected layer.

A.3.2 Results unser Unsupervised Setting

We present quantitative results in Table 6 while the gener-
ated images on the MS-COCO [3] and Conceptual Captions
3M [8] datasets are provided in Figure 5 and 6, respectively.
These results show that VDL archives superior performance
when combined with the diffusion based LDM [6] for the
T2I model, and the proposed method is agnostic to the types
of the T2I network.

A.4. Additional Qualitative Results

Figure 7 and 8 visualize additional qualitative results
from the proposed approach compared to existing methods.
The results clearly show that VDL generates visually more
faithful and realistic images considering the given text de-
scriptions and the natural image distribution while the other
two methods often fail to meet text conditions and/or gen-
erate natural images.
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Table 5. Results of unsupervised text-to-image generation on the LN-COCO [4] dataset using StyleGAN2 [2]. Methods with asterisks (*)
report the results of our reproduction. A bold-faced number denotes the best performance in each column.

T2I Model Dataset Method IS (↑) FID (↓) Simtxt (↑) Simimg (↑)

StyleGAN2 [2] LN-COCO [4]
CLIP-GEN* [9] 12.12 83.87 0.2750 −

LAFITE [10] 18.49 38.95 0.0872 −
VDL (Ours) 21.55 31.33 0.6118 0.7025

A person is riding a 
surfboard on this 
matter

At the foreground 
of the image i can 
see zebra's face,at 
the right side of the 
image there is 
zebra eating 
something and at 
the background of 
the image there is a 
fencing and trees

It is an image in 
side the forest there 
are two boats 
inverted to the 
ground,there are 
many trees,through 
the trees small area 
of sunlight is falling 
into the forest,there 
are some grasses 
and bushes beside 
the boats

On the plate we 
can see food item 
in this we can see 
broccoli,tomatoes,
vegetables

A brown horse is 
walking on the 
ground. Behind 
him there are 
plastic sheets. At 
the back there is 
fencing and trees 
at the back

As we can see in 
the image there is a 
table. On table there 
are plates, fork, 
bottle, glass and 
box. On plate there 
is a pizza

The picture is taken 
outside of the 
building in the 
night where a big 
tower with a clock 
in it and a flag on 
the building are 
present and there 
are trees in the 
picture
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A man is skiing 
and he is in the air. 
He wears a white 
color dress and 
goggles and also 
black color gloves 
this is a blue sky

Figure 4. Qualitative results on the LN-COCO dataset using StyleGAN2. VDL generates visually higher-quality images than CLIP-GEN.

Table 6. Results of unsupervised text-to-image generation on the MS-COCO [3] and Conceptual Captions 3M [8] datasets using LDM [6].

T2I Model Dataset Method IS (↑) FID (↓) Simtxt (↑) Simimg (↑)

LDM [6]

MS-COCO [3]
CLIP-GEN* [9] 12.96 48.14 0.3042 -
LAFITE* [10] 16.53 23.92 0.0965 -
VDL (Ours) 23.25 13.68 0.6104 0.7655

Conceptual Captions 3M [8]
CLIP-GEN* [9] 10.08 47.53 0.2896 -
LAFITE* [10] 10.98 33.98 0.0912 -
VDL (Ours) 15.09 23.03 0.6237 0.7105
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A crowd of skiers 
gathers on the top 
of the slopes

a bird  with a long 
beak flying low 
over the ocean

there is a white van 
that is stopped on 
the road

A yellow fire 
hydrant sitting on 
the side of a road

A close up of a 
plate of food 
containing 
broccoli

a couple of giraffes 
that are standing in 
a fence

A herd of elephants 
walking through a 
lake filled with 
water

The large clock 
tower can be seen 
down the street

MS-COCO

Figure 5. Qualitative results on the MS-COCO dataset using LDM. VDL generates visually higher-quality images than LAFITE and
CLIP-GEN.
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christmas tree and 
candles - focusing 
on the candles

actors arrive at the 
premiere held

a variety of colors 
of our fresh african 
violet inch plants

sunset over the 
river through the 
tree time lapse

illustration of a 
cute cat

face of bird is 
standing on the 
branch

a male bull standing 
in a field

the lighthouse 
overlooking photo 
by person

Conceptual Captions 3M

Figure 6. Qualitative results on the Conceptual Captions 3M dataset using LDM. VDL generates visually higher-quality images than
LAFITE and CLIP-GEN.
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A clock mounted 
near a city light on 
the road

An experimental 
airplane flying 
through a  cloudy 
blue sky

A group of people 
riding skis down a 
snow covered street

A harbor with 
many boats and 
city in the 
background

There is a small 
bus with several 
people standing 
next to it

Two men walking 
through a field next 
to a large jet liner

Italian blood 
oranges for sale in 
a market

two people riding 
motorcycles on a 
city street 

MS-COCO

Figure 7. Additional qualitative results on the MS-COCO dataset using StyleGAN2. VDL generates visually higher-quality images than
LAFITE and CLIP-GEN.
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a bicycle on the 
river close up 

a bowl of 
vegetables, citrus 
fruits and spices

a sunny day in the 
warm resort next to 
the palm trees

a boy wearing 
traditional dress 
stands next to his 
bicycle on a road

a cat dressed in a 
pirate costume 

a bouquet of 
lavender flowers

a beautiful shot of 
the flowers

a young raccoon in 
the snow in winter

Conceptual Captions 3M
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Figure 8. Additional qualitative results on the Conceptual Captions 3M dataset using StyleGAN2. VDL generates visually higher-quality
images than LAFITE and CLIP-GEN.


