Supplementary Material: Towards Unified Scene Text Spotting based on
Sequence Generation

1. Implementation Details
1.1. The Starting-Point Prompting

Our proposed method applies starting-point prompting
to enable the model to extract texts from an arbitrary start-
ing point, allowing it to generate a longer sequence than the
maximum decoding length. To apply starting-point prompt-
ing, we use raster scan order as the order of text instance ex-
traction. The text extraction process is shown in Fig. 1. Text
instances with central points within the search region are ex-
tracted in raster scan order. Furthermore, during testing, if
the generated output sequence does not end with an <eos>
token, our method sets the starting point as the last detected
text position in the previous step, then continues and en-
ables the re-generation of a text sequence corresponding to
the remaining objects, as shown in Fig. 2.

1.2. Multi-way Decoder

Our model employs a multi-way transformer decoder, as
shown in Fig. 3. The detection and recognition feedfor-
ward networks (FFNs) are separated, and attention layers
are shared between them. When generating a detection to-
ken, the model is required to pass it through the detection
FFN, and when it is time to generate a recognition token,
the model must pass it through the recognition FFN. This
separation enables the model to better learn multiple detec-
tion formats simultaneously, and the shared attention mod-
ules can learn from both tasks, improving the overall per-
formance.

2. More Experiments
2.1. Word Spotting Evaluation on Benchmarks

In the main paper, we reported the end-to-end evaluation
scores on the ICDAR 2015 and Total-Text datasets. In text
spotting, there are two evaluation protocols: end-to-end and
word-spotting. In this section, we report both word spot-
ting and end-to-end scores on these two benchmark datasets
in Tabs. | and 2. End-to-end results are repeated for com-
parison with word spotting. We confirm that the proposed
method shows state-of-the-art performance for all vocabu-
laries in both evaluation protocols.

2.2. Evaluation on CTW-1500, ICDAR 2013, and
Rotated ICDAR 2013

To demonstrate the superiority of our method, fur-
ther evaluation is conducted on other benchmark datasets:
CTW-1500 [8], ICDAR 2013 [3], and Rotated ICDAR
2013 [6]. CTW-1500 includes arbitrary-shaped texts and
contains 1,000 training and 500 testing images. Unlike the
other datasets, CTW-1500 is annotated in not word-level
but text line-level annotations. Since this setting is different
from the unified model learned with word-level annotation,
we fine-tune the model with the CTW-1500 dataset and only
measure the performance of the fine-tuned model. In fine-
tuning, we set the maximum length of each text transcrip-
tion to 100. The model is fine-tuned for 20k steps with fixed
learning rate 3e~° from unified model UNITSgpaeq. For
evaluating CTW-1500, we predict 16-point polygons, and
for ICDAR 2013, we use both bounding box and quadrilat-
erals. For Rotated ICDAR 2013, we use 4-point quadrilater-
als. Tabs. 3 to 5 show that our method achieves competitive
results with the existing methods. Some qualitative results
are shown in Fig. 4.

2.3. Evaluation on TextOCR

The proposed method can detect and recognize more text
instances than the maximum number of instances allowed
by the decoder length. To demonstrate this effect, we eval-
uate on TextOCR dataset, which contains a relatively large
number of texts. Since TextOCR does not provide anno-
tations for the test sets, the performance evaluation is per-
formed for validation sets. We did not use validation sets at
all in training or model selection. Similar to the experiments
in the main paper, we fine-tune the model for TextOCR and
report the results of both the unified and fine-tuned models.
The model is fine-tuned for 150k steps with a fixed learning
rate of 3e~° from the unified model UNITSgp,req. The de-
tection and end-to-end scores are reported in Tab. 6. Some
qualitative results are shown in Figs. 5 and 6
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Method Word Spotting End-to-End
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Table 1. Experiment results on ICDAR 2015. “Strong”, “Weak”, “Generic” and “None” represent recognition with each lexicon respec-
tively.
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Figure 1. Illustration of text extraction using the starting-point prompt.
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Method Word Spotting  End-to-End Method 45 60

None Full None Full DET E2E DET E2E
CRAFTS [1] - - 78.7 - MaskTextSpotter v3 [6] 842 76.1 84.7 76.6
MaskTextSpotter v3 [6]  75.1 81.8 712 784 SwinTextSpotter [2] - 77.6 - 77.9
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MANGO [10] 72.9 83.6 689 789

UNITS 91.8 80.6 903 78.1
DEER [4] - - 748 833 Shared —
SwinTextSpotter [2] . . 743 84l Table 5. Experiment results on Rotated ICDAR 2013. The end-to-
TESTR [12] N ) 73.3 839 end recognition task is evaluated without any lexicon.
TTS [5] 78.2 86.3 75.6 844
GLASS [11] 79.9 86.2 76.6 83.0 Detect
etection

UNITSsparea 812 870 773 850 Method End-to-End
UNITS 822 880 787 860 R P F

Table 2. Experiment results on Total-Text. “Full” and “None”
represent recognition with each lexicon respectively.

Detection  End-to-End

Method

F-measure None Full

84.7 51.8 77.0

ABCNet v2 [7]

MANGO [10] 589 78.7
SwinTextSpotter [2] 88.0 51.8 77.0
TESTR [12] 87.1 56.0 81.5
UNITS 88.6 664 823

Table 3. Experiment results on CTW1500. “Full” and “None”
represent recognition with each lexicon respectively.

Method End-to-End
Strong Weak Generic
CRAFTS [1] 94.2 93.8 922
MaskTextSpotter v2 [9] 93.3 91.3 88.2
MANGO [10] 93.4 92.3 88.7
UNITSshared — Box 95.1 94.6 92.9
UNITSsharea — Quad 95.1 94.6 93.0

Table 4. Experiment results on ICDAR 2013. “Strong”, “Weak”,
and “Generic” represent recognition with each lexicon respec-
tively.
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Figure 4. Qualitative results of our method on CTW-1500, ICDAR
2013 and Rotated ICDAR 2013.
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Figure 5. Qualitative results of our method on TextOCR.
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Figure 6. Qualitative detection results of our method on TextOCR.
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