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1. Additional details of CRF
In the main paper, we define the energy terms of CRF but

skip the details on how we use the Mean Field algorithm to
minimize the energy. Here, we provide more details on how
we use the Mean Field algorithm [1].

We define l = {l1, ..., lN} as the label being inferred,
where N = H ×W is the size of the input image and xi

is the label of the i-th pixel in I . We also assume that the
network predicts a mask m = {m1, ...,mN} is where mi

is the unary mask score of the i-th pixel in I . The pseudo-
code to obtain l using mean field is attached in Alg. 1:

Algorithm 1 Mean field algorithm for CRFs.

1: procedure MEANFIELD(m, I)
2: Ki,j ←− ω exp(− |Ii−Ij |

2ζ2 )
3: ▷ Initialize the Gaussian kernels
4: l←m ▷ Initialize l using m
5: while not converge do ▷ Iterate until convergence
6: for i← 1 to |l| do
7: l̂i ← li
8: for j ∈ N (i) do
9: l̂i ← l̂i +Kj ∗ lj

10: ▷ Message passing
11: end for
12: end for
13: l← φ(l̂) ▷ φ is a clamp function
14: end while
15: return λ(l) ▷ λ is a threshold function
16: end procedure

2. Additional implementation details
We use the same hyper-parameters on all benchmarks

for all image encoders (Standard ViTs [5–7], Swin Trans-
formers [8], and ConvNeXts [4]) and mask decoders (fully
connected decoder, fully convolutional decoder, attention-
based decoder, ), including batch size, optimization hyper-
parameters. We observe a performance drop when we

add parametric layers or multi-scale lateral/skip connec-
tions [3, 9] between the image encoder (Standard ViTs,
Swin Transformers, ConvNeXts) and the mask decoder
(attention-based decoder). We insert a couple of the bi-
linear interpolation layers to resize the feature map between
the image encoder and the mask decoder and resize the seg-
mentation score map. Specifically, we resize the feature
map produced by the image encoder to 1/16 (small), 1/8
(medium), 1/4 (large) size of the raw input according to
the size of the objects. We divide the objects into three
scales regarding to the area of their bound boxes. We use
the area ranges of [0, 322), [322, 962), [962, ∞) to cover
small, medium, and large objects, respectively. We resize
the mask prediction map to 512 × 512 to reach the original
resolution of the input images.

Moreover, we also try three naive ways to add classifica-
tion loss, but it does not work well with MAL. First, we add
another fully connected layer as the classification decoder,
which takes the feature map of the first fully connected layer
of the instance-aware head K. With this design, the classi-
fication causes a significant performance drop. Secondly,
we use two extra fully connected layers or the original clas-
sification decoder of standard ViTs as the classification de-
coder, which directly takes the feature map of the image
encoder. However, the classification loss does not provide
performance improvement or loss in this scenario.

3. Benefits for detection

The supervised object detection models benefit from the
extra mask supervision [10], which improves detection re-
sults. Specifically, we follow the settings in Mask R-
CNN [10]. First, we use RoI Align, the box branch, and
the box supervision without mask supervision. Second, we
add the mask branch and ground-truth mask supervision on
top of the first baseline. The second baseline is the original
Mask R-CNN. Thirdly, we replace the ground-truth masks
with the mask pseudo-labels generated by MAL on top of
the second baseline. It turns out that using MAL-generated
mask pseudo-labels for mask supervision brings in an im-
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Figure 1. The qualitative comparison between Mask2Former trained with GT mask and Mask2Former trained with MAL-generated mask
pseudo-labels. Note that we use ViT-MAE-Base as the image encoder of MAL and Swin-Small as the backbone of the Mask2Former.

InstSeg Backbone Dataset Mask Labels (%)AP (%)AP50 (%)AP75 (%)APS (%)APM (%)APL

ResNet-50-DCN [2] LVIS v1 None 22.0 36.4 22.9 16.8 29.1 33.4
ResNet-50-DCN [2] LVIS v1 GT mask 22.5 36.9 23.8 16.8 29.7 35.0
ResNet-50-DCN [2] LVIS v1 MAL mask 22.6 37.2 23.8 17.3 29.8 34.6

ResNet-101-DCN [2] LVIS v1 None 24.4 39.5 26.1 17.9 32.2 36.7
ResNet-101-DCN [2] LVIS v1 GT mask 24.6 39.7 26.1 18.3 32.1 38.3
ResNet-101-DCN [2] LVIS v1 MAL mask 25.1 40.0 26.7 18.4 32.5 37.8

ResNeXt-101-32x4d-FPN [2, 3] LVIS v1 None 25.5 41.0 27.1 18.8 33.7 38.0
ResNeXt-101-32x4d-FPN [2, 3] LVIS v1 GT mask 26.7 42.1 28.6 19.7 34.7 39.4
ResNeXt-101-32x4d-FPN [2, 3] LVIS v1 MAL mask 26.3 41.5 28.3 19.5 34.5 39.6

ResNeXt-101-64x4d-FPN [2, 3] LVIS v1 None 26.6 42.0 28.3 19.8 34.7 39.9
ResNeXt-101-64x4d-FPN [2, 3] LVIS v1 GT mask 27.2 42.8 29.2 20.2 35.7 41.0
ResNeXt-101-64x4d-FPN [2, 3] LVIS v1 MAL mask 27.2 42.7 29.1 19.8 35.9 40.7

ConvNeXt-Small [4] COCO None 51.5 70.6 56.1 34.8 55.2 66.9
ConvNeXt-Small [4] COCO GT mask 51.8 70.6 56.3 34.5 55.9 66.6
ConvNeXt-Small [4] COCO MAL mask 51.7 70.5 56.2 35.2 55.7 66.8

Table 1. Results of detection by adding different mask supervision. The models are evaluated on COCO val2017 and LVIS v1. By adding
mask supervision using ground-truth masks or mask pseudo-labels, we can get around 1% improvement on different AP metrics on LVIS
v1. On COCO val2017, the detection performance also benefits from mask pseudo-labels. Although the improvement is less than COCO’s,
the improvement is consistent over different random seeds.

provement similar to ground-truth masks on detection. We
show the results in Tab. 1.

4. Additional qualitative results
We also visualize the prediction results produced by

the instance segmentation models trained with ground-truth
masks and mask pseudo-labels in Fig. 1. In most cases, we
argue that humans cannot tell which results are produced by
the models supervised by human-annotated labels.
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