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In this document, we provide additional details and re-

sults that were not included in the main paper due to limited

page length.

1. Mapping between color spaces

For our Eq. (1) in the main paper, we convert ProPhoto

images to sRGB images using a single 3×3 matrix M. This

conversion using M is comprised of three parts: the trans-

formation from ProPhoto colors to the profile connection

space (i.e., CIE XYZ) M
−1

ProPhoto
, the chromatic adapta-

tion CCAT02, and the conversion from CIE XYZ to sRGB

with MsRGB . The full matrix can be written as:

M = MsRGBCCAT02M
−1

ProPhoto
(1)

Different color spaces use different white points. For ex-

ample, sRGB and ProPhoto RGB use D65 and D50 respec-

tively. If we want to transform ProPhoto colors to the sRGB

space, first we convert ProPhoto colors to the profile con-

nection space, then we chromatically adapt those tristimu-

lus values to the white point of sRGB (D65), and finally

convert them to sRGB. We choose the standard chromatic

adaptation CIECAM02 [4]. The complete transformation

is:

M =





2.0365 −0.7376 −0.2993

−0.2257 1.2232 0.0027

−0.0105 −0.1349 1.1452



 (2)

2. Training details for baseline methods and in-

ference time

The four baseline DNNs used different training sizes in

their github repositories. We felt to be fair we should use a

common dataset when training all methods. The 512×512

crop was the most common input size. The per-image op-

timization approaches were all significantly better than pre-

trained DNNs, so small improvements based on different

training sizes might not matter.

Inference time over the test dataset of our lightweight

MLPs is around 0.27 seconds, while it takes DNN-based

methods approximate 0.57 seconds in average. The

ProPhoto-Sampled [2] that uses a spatially varying mapping

functions take up to 45 seconds per image.

We note that the MLP-based methods purposely over-

fit the MLP to the input image. Longer optimization gives

better PSNR. However, to be practical we wanted the opti-

mization to be within 2 seconds.

3. Ablations

Encoding function The feature encoding (Eq. (4) in our

main paper) used has been shown to be effective for implicit

neural methods. It makes a big difference in our task. See

Table 1 below, where we show that our MLP with the en-

coding function is significantly better than the MLP without

using the function.

Table 1. Our MLPs with and without using the encoding function.

Method RMSE↓ RMSE OG↓ PSNR↑ PSNR OG↑

MLP (23KB) w/o enc. 0.1467 0.1547 16.67 16.21

MLP (23KB) w/ enc. 0.0021 0.0031 53.65 50.04

4. Qualitative results

We provide additional qualitative results as shown in the

main paper. Figure 1 and Figure 2 compare our method with

others on the test set. As shown in the figures, especially

in per-pixel RMSE error maps, our approach achieve better

qualitative results compared with others.
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Out-of-gamut colors after restoration on CIE-xy chromaticity diagram
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Figure 1. Qualitative comparisons between the predicted ProPhoto full-size output of Clip, Soft Clip, Pix2pix [1], Pix2PixHD [7], ASAP-

Net [5], GamutNet [3], PP-sampled [2], SIREN [6]-residual, and our optimized GamutMLP. Error maps of per-pixel RMSE and plots of

out-of-gamut (OG) colors on CIE-xy chromaticity diagram with the gamuts of sRGB and ProPhoto are shown.
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Figure 2. Qualitative comparisons between the predicted ProPhoto full-size output of Clip, Soft Clip, Pix2pix [1], Pix2PixHD [7], ASAP-

Net [5], GamutNet [3], PP-sampled [2], SIREN [6]-residual, and our optimized GamutMLP. Error maps of per-pixel RMSE and plots of

out-of-gamut (OG) colors on CIE-xy chromaticity diagram with the gamuts of sRGB and ProPhoto are shown.
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