
Supplementary materials for Boosting Weakly-Supervised Temporal Action
Localization with Text Information

A. The Proposed Method

A.1. Modal Modulation Strategy

Similar as CCM proposed in [1], in this paper we design

a modal modulation strategy to fuse RGB and Flow feature

for downstream task. Specifically, an auto-encoder is used

to obtain intermediate modal features of RGB and FlOW

features. Then, we calculate the similarity between the in-

termediate modal features and the global RGB features, and

modulate it into Flow feature with sigmoid function as [1]

to get augmented Flow features. Similiarly, we also use the

same method to augmented RGB features. Finally the fused

RGB and Flow features are concatenated in the channel di-

mension to generate the fused video features.

A.2. Video-Text Language Completion

Following [2], when using contrastive loss Lc in video-

text language model, the reconstructor loss Lrec is first used

to update the transformer reconstructor while freezing the

attention mechanism. Then the contrastive loss Lc is used to

update attention mechanism while freezing the transformer

reconstructor.

Table 1. Comparisons with different λ in The proposed framework

on THUMOS14 dataset.

λ
mAP@IoU(%)

Avg
0.3 0.5 0.7

0.25 55.0 37.8 13.7 35.8

0.5 55.6 38.2 14.5 36.5

0.75 55.1 38.1 14.3 36.1

1.0 55.6 38.8 14.9 36.7

1.25 54.5 39.1 15.2 36.6

1.5 56.2 39.3 15.2 37.2
1.75 55.0 39.2 14.9 36.8

2.0 54.5 38.1 14.6 36.3

B. Experiments
B.1. Hyper-parameter sensitivity analysis.

There are six Hyper-parameter in the proposed frame-

work: α,β,λ is used to balance the final loss function; γ1
and γ2 is the thresholds in the Lc and the length of the

learnable prompt in TSM. We tested the sensitivity of these

hyper-parametric design ablation experiments respectively.

Figure 1 illustrates the model performance in terms of aver-

Table 2. Comparisons with different length of prompts in TSM on

THUMOS14 dataset.

Length
mAP@IoU(%)

Avg
0.3 0.5 0.7

6 54.7 38.8 14.3 36.2

7 54.9 37.7 14.3 35.8

8 55.2 38.4 14.8 36.4

9 56.2 39.3 15.2 37.2
10 56.6 38.8 14.8 36.7

11 54.9 38.3 14.4 36.1

12 55.3 38.6 13.8 36.0

age mAP with varying values of α from 0.5 to 1.5 on THU-

MOS14 dataset. We can clearly see that the model could

obtain best performance when α = 1.0.

Figure 1 illustrates the model performance in terms of

average mAP with varying values of β from 0.5 to 1.5 on

THUMOS14 dataset. We can clearly see that the model

could obtain best performance when β = 1.0.

Table 1 illustrates the model performance in terms of av-

erage mAP with varying values of λ from 0.0 to 2.0 on

THUMOS14 dataset. We can clearly see that the model

could obtain best performance when λ = 1.5.

Figure 2 illustrates the model performance in terms of

average mAP with varying values of γ1 from 0.0 to 0.25

on THUMOS14 dataset. We can clearly see that the model

could obtain best performance when γ1 = 0.1.

Figure 2 illustrates the model performance in terms of

average mAP with varying values of γ2 from 0.0 to 0.25

on THUMOS14 dataset. We can clearly see that the model

could obtain best performance when γ2 = 0.15. Table 2



Table 3. Comparisons with different prompts in TSM on THU-

MOS14 dataset.

Method
mAP@IoU(%)

Avg
0.3 0.5 0.7

a [CLS] 55.1 38.1 14.1 36.1

a [CLS] video 54.9 38.4 13.9 36.0

a video of [CLS] 55.4 38.3 14.6 36.4

a video of action [CLS] 55.1 38.4 15.0 36.5

learnable prompt 56.2 39.3 15.2 37.2

illustrates the model performance in terms of average mAP

with varying values of the length of the learnable prompt in

TSM from 3 to 15 on THUMOS14 dataset. We can clearly

see that the model could obtain best performance when the

length is set as 9.

Table 4. Ablation studies of addition losses on THUMOS14.

Lmil Lgui Lnor Lcoa
TSM & Avg Avg

VLC 0.3:0.7 0.1:0.7

� × × × × 31.7 40.2

� � × × × 32.7 41.3

� � � × × 33.8 42.6

� � � � × 34.9 43.8

� × × × � 32.6 40.9

� � × × � 33.5 42.0

� � � × � 35.3 44.1

� � � � � 37.2 46.0

The guide loss Lgui, co-activity loss Lcoa and normaliza-

tion loss Lnor have been widely used in existing WTAL

methods to improve model performance, and they are not

the main contribution of this paper. We show the improve-

ment of each additional loss in Table 4. As shown in Table

4, each additional loss can improve the performance of the

baseline. Besides, the proposed TSM and VLC can improve

the baseline performance in any case.

B.2. Comparisons with different prompts in text-
segment mining model.

We further compare different handcraft prompt tem-

plates with learnable prompt template for generating text

queries in TSM. As show in Table 3, compared with hand-

craft prompt templates, learnable prompt template obtain a

better performance on TUHMOS14, verifying the effective-

ness of adopting learnable prompt.
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Figure 1. Average mAP with varying values of α and β on THUMOS14.
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Figure 2. Average mAP with varying values of γ1 and γ2 on THUMOS14.


