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1. Overview

In this document, we provide supplementary experimen-
tal results including:
(1) experimental results compared to state-of-the-art tem-
poral video grounding (TVG) methods on the ActivityNet
Captions [8] and ActivityNet-CG [9] datasets;
(2) parameter analysis of the quantitative effect of words
with different part-of-speech tags (α, β, and γ);
(3) more qualitative examples for TVG and visual question
answering (VQA).

2. Experiments

We use 2D-TAN [22] and MS-2D-TAN [21] as baseline
methods, and incorporate them into our framework, which
are dubbed as 2D-TAN+Ours and MS-2D-TAN+Ours, re-
spectively.

2.1. Experimental Results on ActivityNet Captions
and ActivityNet-CG

Datasets. The ActivityNet Captions [8] dataset is a large-
scale dataset with 19,209 videos taken from the real world.
There are a train split, a validation split and a test split,
which contain 37,421, 17,505 and 17,031 video-query pairs,
respectively. The ActivityNet-CG [9] dataset is devel-
oped from ActivityNet Captions by re-splitting its sam-
ples. ActivityNet-CG provides four splits including: a train
split with 36,724 video-query pairs for training, a Novel-
Composition test split with 12,028 video-query pairs for
testing compositional capability, a Test-Trivial test split
with 3,944 video-query pairs for testing the generalization
capability of seen words, and a Novel-Word test split with
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15,712 video-query pairs for testing the generalization ca-
pability of unseen words.
Results. The results compared to state-of-the-art methods
on ActivityNet-CG [9] are shown in Tab. 1. We can ob-
serve that our framework consistently improves 2D-TAN
and MS-2D-TAN on all three test splits, and the perfor-
mance gains are remarkable on the Novel-Composition test
split (e.g., 1.51% and 0.94% absolute performance gains
in R1@0.5 for 2D-TAN and MS-2D-TAN, respectively).
Compared to VISA [9], MS-2D-TAN+Ours achieves com-
petitive performance (e.g., 30.80% vs. 31.51% in R1@0.5)
on the Novel-Composition test split. Our framework is
compatible with VISA, and can further improve its perfor-
mance by incorporating it into the framework.

The results on ActivityNet Captions [8] are listed in
Tab. 2. Using our framework, both 2D-TAN and MS-2D-
TAN achieve better performance with different improve-
ments in different metrics. In addition, MS-2D-TAN+Ours
achieves comparable performance compared to state-of-the-
art methods (e.g., 29.99% vs. MMN’s 29.26% in R1@0.7,
79.36% vs. MMN’s 79.50% in R5@0.5).

2.2. Parameter Analysis

We provide parameter analysis of the quantitative effect
of words with different part-of-speech tags (α, β, and γ) on
the Charades-STA [5] and Charades-CG [9] datasets. α, β,
and γ denote the quantitative effect for nouns/verbs, adjec-
tives/adverbs, and other words, respectively. The results of
MS-2D-TAN+Ours with different setting of α, β and γ are
listed in Tab. 3. We observe from the table that: (1) The
performance of MS-2D-TAN+Ours fluctuates significantly
with β. (2) MS-2D-TAN+Ours achieves the best overall
performance on the three test splits under the setting α = 1,
β = 0.6, and γ = 0.



Table 1. Performance (%) of the state-of-the-art methods on the ActivityNet-CG [9] dataset. The best scores are bold and the second-best
scores are underlined.

Type Method
Test-Trivial Novel-Composition Novel-Word

R1@0.5 R1@0.7 mIoU R1@0.5 R1@0.7 mIoU R1@0.5 R1@0.7 mIoU

Weakly-supervised WSSL [4] 11.03 4.14 15.07 2.89 0.76 7.65 3.09 1.13 7.10

RL-based TSP-PRL [16] 34.27 18.80 37.05 14.74 1.43 12.61 18.05 3.15 14.34

Proposal-free
VSLNet [20] 39.27 23.12 42.51 20.21 9.18 29.07 21.68 9.94 29.58
LGI [12] 43.56 23.29 41.37 23.21 9.02 27.86 23.10 9.03 26.95
VISA⋆[9] 47.13 29.64 44.02 31.51 16.73 35.85 30.14 15.90 35.13

Proposal-based

TMN [10] 16.82 7.01 17.13 8.74 4.39 10.08 9.93 5.12 11.38

2D-TAN [22] 44.50 26.03 42.12 22.80 9.95 28.49 23.86 10.37 28.88
2D-TAN∗[22] 43.85 26.04 42.44 25.67 11.76 29.77 24.85 10.82 28.61
2D-TAN + Ours 46.58 29.65 45.60 27.18 12.60 30.98 26.58 12.55 30.09

MS-2D-TAN∗[21] 48.80 31.52 46.58 29.86 14.40 31.80 28.90 13.83 31.01
MS-2D-TAN + Ours 49.63 31.73 47.22 30.80 15.39 33.18 30.15 14.97 32.14

∗ indicates the results from our reimplementation using official released codes.
⋆ indicates that the method can be incorporated into our framework for further improvements.

Table 2. Performance (%) of the state-of-the-art methods on the ActivityNet Captions [8] dataset. The best scores are bold and the second-
best scores are underlined.

Type Method Feature R1@0.5 R1@0.7 R5@0.5 R5@0.7 mIoU

RL-based
RWM [7] C3D 36.90 - - - -
TSP-PRL [16] C3D 38.82 - - - -
MABAN [14] C3D 42.42 24.34 - - -

Proposal-free

LGI [12] C3D 41.51 23.07 - - 41.13
IVG [13] C3D 43.84 27.10 - - 44.21
DeNet† [23] C3D 43.79 - 74.13 - -
DCM [19] C3D 44.90 27.70 - - 43.30
HiSA [18] C3D 45.36 27.68 - - 45.45
CBLN† [11] C3D 48.12 27.60 79.32 63.41 -

Proposal-based

BPNet [17] C3D 42.07 24.69 - - 42.11
FVMR [6] C3D 45.00 26.85 77.42 61.04 -
SSCS [3] C3D 46.67 27.56 78.37 63.78 -
MMN [15] C3D 48.59 29.26 79.50 64.76 -

2D-TAN [22] C3D 44.05 27.38 76.65 62.26 -
2D-TAN∗[22] C3D 44.72 26.89 76.38 61.18 43.31
2D-TAN + Ours C3D 45.46 28.01 77.01 62.11 43.62

MS-2D-TAN [21] I3D 45.50 28.28 79.36 61.70 -
MS-2D-TAN [21] C3D 46.16 29.21 78.80 60.85 -
MS-2D-TAN∗[21] C3D 46.91 29.79 79.04 59.43 45.00
MS-2D-TAN + Ours C3D 47.57 29.99 79.36 62.19 46.27

† indicates that the method is a special proposal-free method, which can provide multiple predictions without using proposals.
∗ indicates the results from our reimplementation using official released codes.

2.3. Qualitative Examples

Temporal Video Grounding. Fig. 1 depicts several qual-
itative examples that show the effectiveness of our frame-

work for temporal video grounding. The examples come
from three test splits of Charades-CG [9] mentioned above,
and we visualize four qualitative examples for each test
split. These qualitative examples demonstrate that our



Table 3. Parameter analysis of the quantitative effect of words with different part-of-speech tags. Performance (%) on the Charades-CG
[9] dataset of our framework with different α, β and γ settings on MS-2D-TAN. The best scores are bold and the second-best scores are
underlined.

α β γ
Test-Trivial Novel-Composition Novel-Word

R1@0.5 R1@0.7 mIoU R1@0.5 R1@0.7 mIoU R1@0.5 R1@0.7 mIoU

1.0 1.0 0.0 58.33 36.79 50.76 42.30 22.60 38.18 45.32 25.90 40.41
1.0 0.8 0.0 58.17 37.53 50.66 43.06 22.31 37.79 46.04 26.91 41.37
1.0 0.6 0.0 58.14 37.98 50.58 46.54 25.10 40.00 50.36 28.78 43.15
1.0 0.4 0.0 59.27 38.44 51.27 44.68 23.65 39.56 49.07 26.76 41.90
1.0 0.2 0.0 59.30 38.02 51.15 44.28 23.68 39.42 48.20 26.04 41.38

framework is effective to improve the generalization ca-
pability of TVG methods from three aspects: composi-
tional generalization, seen words generalization, and unseen
words generalization.
Visual Question Answering. We visualize several qual-
itative examples from the test split of the CLOSURE [1]
dataset in Fig. 2. The test samples in CLOSURE are divided
into six categories including material, color, size, shape,
yes/no (y/n), and number (num.), according to the question
type of the sample. For each category, we provide two qual-
itative examples. For the first shown example in Fig. 2 (b),
GLT makes a wrong prediction “red” even though the image
contains no red objects, which suggests that GLT neglects
the image when making predictions. By using our frame-
work, GLT+Ours correctly answers “gray” for the example,
which proves the framework is effective to establish the re-
lationship between primitives and ground-truth, thereby im-
proving the compositional generalization capability of GLT.
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(b) Samples from the Novel-Composition Split

Q: Person opens the cupboard door.

. | | 0.0s ~ 5.0s  Ground Truth 

MS-2D-TAN 11.5s | | 21.8s| | 0.0s ~ 5.1s  MS-2D-TAN + Ours 

Q: The person is opening the laptop on the table.

Ground Truth | | 7.3s ~ 14.9s 

MS-2D-TAN 18.6s ~ 27.5s | |
6.4s | | 14.7s  MS-2D-TAN + Ours 

Q: Person pours coffee into cup.| | 0.0s ~ 19.1s   Ground Truth

MS-2D-TAN 20.5s ~ 33.3s | || | 0.0s ~ 16.6s   MS-2D-TAN + Ours

Q: Person putting a bag on a shelf.

Ground Truth                 24.4s ~ 31.0s | |
MS-2D-TAN     | | 10.2s ~ 18.6s

MS-2D-TAN + Ours         24.3s ~ 30.7s | |
(c) Samples from the Novel-Word Split

Q: The person takes a phone from somewhere.

Ground Truth                 13.7s ~ 19.0s | || | 0.0s ~ 7.7s   MS-2D-TAN 

MS-2D-TAN + Ours         14.1s ~ 19.2s | | Q: Person covered in a blanket awakens in a bedroom.| | 0.2s ~ 8.5s   Ground Truth

MS-2D-TAN 10.2s | | 25.6s| | 0.0s ~ 7.7s   MS-2D-TAN + Ours

Q: Person sneezing at the dusty contents.

Ground Truth | | 4.0s ~ 9.5s 

MS-2D-TAN 20.5s ~ 28.2s | |
3.8s | | 11.5s MS-2D-TAN + Ours 

Q: One person takes a fresh towel from the cabinet.

Ground Truth | | 4.8s ~ 12.6s 

MS-2D-TAN 22.4s ~ 33.1s | |
3.8s | | 11.5s MS-2D-TAN + Ours 

(a) Samples from the Test-Trivial Split

Q: Person watches television.

Ground Truth               18.3s | | 29.5s 

MS-2D-TAN         | | 10.2s ~ 20.5s 

MS-2D-TAN + Ours       18.6s | | 28.8s 

Q: The person opens the box.

Ground Truth             14.8s | | 21.2s | | 0.0s ~ 7.7s  MS-2D-TAN 

MS-2D-TAN + Ours     15.4s | | 21.8s 

Q: Person drinks from a glass of water.

Ground Truth                 25.5s ~ 33.0s | |
MS-2D-TAN 14.1s | | 24.3s

MS-2D-TAN + Ours       25.6s ~ 33.3s | | Q: A person is eating a sandwich.

Ground Truth     6.0s | | 14.2s 

MS-2D-TAN 14.1s ~ 24.3s | |
MS-2D-TAN + Ours         5.1s |             | 14.1s 

Figure 1. Qualitative comparisons between MS-2D-TAN+Ours and MS-2D-TAN [21] on samples from different test splits of Charades-CG
[9]. The words in red font in (b) and (c) denote novel compositions and novel words, respectively.



Q: What is the color of the thing that 

is to the left of the big blue metal 

sphere and is the same shape as the 

yellow rubber object?

GLT: redv

GLT + Ours: gray r

Q: What is the color of the shiny 

object that is behind the brown 

metallic block and is the same size as 

the matte thing?

GLT: cyanv

GLT + Ours: green r

(b) questions about color

Q: What is the material of the object 

that is behind the tiny red metal cube 

and is the same shape as the large 

green metal thing?

GLT: metalv

GLT + Ours: rubber r

Q: What is the material of the object 

that is in front of the tiny red metal 

thing and is the same shape as the red 

shiny thing?

GLT: rubberv

GLT + Ours: metal r

(a) questions about material

Q: What is the shape of the gray 

metal object that is behind the cyan 

shiny object and is the same size as 

the cyan metallic cube?

GLT: cylinderv

GLT + Ours: sphere r

Q: What is the shape of the object 

that is left of the big purple block and 

is the same size as the cyan matte 

sphere?

GLT: spherev

GLT + Ours: cylinder r

(d) questions about shape

Q: Is there a sphere right of 

the metallic object that is the 

same size as green rubber 

object?

GLT: nov

GLT + Ours: yes r

Q: Is there a gray shiny thing that is 

the same shape as the small gray 

object on the right side of the small 

purple ball?

GLT: yesv

GLT + Ours: no r

(e) questions about y/n

Q: What is the size of the thing that is 

to the left of the gray matte sphere 

and is the same shape as the large 

blue object?

GLT: smallv

GLT + Ours: large r

Q: What is the size of the object 

that is left of the big blue ball and 

is the same shape as the big cyan 

thing?

GLT: largev

GLT + Ours: small r

(c) questions about size

Q: How many things are tiny matte 

cylinders or big red things that are the 

same shape as the big yellow shiny 

object?

GLT: 2v

GLT + Ours: 1 r

Q: How many things are either small 

shiny cylinders or purple things that 

are the same size as the yellow matte 

cylinder?

GLT: 2v

GLT + Ours: 1 r

(f) questions about num.

Figure 2. Qualitative comparisons between GLT+Ours and GLT [2] on questions with novel compositions from CLOSURE [1].The green
and red boxes indicate the image regions with the high- est attention weights of GLT+Ours and GLT for object referring, respectively.
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