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In this supplementary file, we provide the following materials:

• Visualization of initial query locations selected by our query initialization (cf. Section 4.2 in the main paper);

• Quantitative results with ResNet50 and ResNet101 on YouTube-VIS 2019 (cf. Section 4.3 in the main paper);

• Visualization of segmented instance segmentation on challenging videos (cf. Section 4.3 in the main paper).

A. Visualization of initial query locations
Fig. 1 visualizes the initial query locations selected by our query initialization method on challenging videos of OVIS

valid set. We see that frame-level queries are well associated in both spatial and temporal directions, even in crowded scenes.

B. Quantitative results with ResNet50 and ResNet101 on YouTube-VIS 2019 valid set
The quantitative results on YouTube-VIS 2019 valid set are reported in Tab. 1. We see that the newly developed VIS

methods utilizing transformer-based prediction heads can significantly improve the performance to 49.8% mask AP with
ResNet50 backbone and 51.9% mask AP with ResNet101 backbone. Our proposed MDQE employs 5-frame clips as input
and a deformable-attention decoder, reaching 47.3% and 47.9% mask AP with ResNet50 and ResNet101 backbones, respec-
tively. The YouTube-VIS 2019 valid set contains mostly short videos. Therefore, methods like SeqFormer [11] and VITA [4],
which take the video-in video-out offline inference, can incorporate the temporal information to distinguish the objects that
have obvious differences in feature space. This is the reason why they achieve leading mask AP scores on YouTube-VIS
2019 valid set. However, for objects that have similar-looking appearance or heavy occlusions, methods like SeqFormer [11]
and VITA [4] cannot extract discriminative features to distinguish them accurately, thereby resulting in unsatisfactory results
on OVIS data set ( cf. Section 4.3 in the main paper).

C. Visualization of segmented instance masks
Figs. 2 - 3 show the instance masks obtained by the recently proposed top-performing methods with ResNet50 backbone,

including IDOL [12] (ECCV 2022), MinVIS [5] (NIPS 2022), VITA [4] (NIPS 2022) and our MDQE.
YouTube-VIS 2021 valid set. Fig. 2 shows the visual comparisons on YouTube-VIS 2021 valid set. We can see that all

recent top-performing methods can well process the simple videos on YouTube-VIS 2021 valid set.
OVIS valid set. Fig. 3 and Fig. 4 compare the visual results of instance segmentation on OVIS valid set. Compared with

IDOL [12] and MinVIS [5] with per-frame input, our MDQE with per-clip input can exploit richer spatio-temporal features
of objects, thereby segmenting occluded instances better. On the other hand, MDQE with discriminate query embeddings
can track instances with complex trajectories more accurately in challenging videos, such as cross-over objects and heavily
occluded objects in crowded scenes.

*Corresponding author.
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Figure 1. Visualization of object query locations by our proposed grid-guided query selection and inter-frame query association method,
where the highlight dots with the same color represent the initialized locations of object queries on the same object.

Type Method
ResNet 50 ResNet 101

AP AP50 AP75 AR1 AR10 AP AP50 AP75 AR1 AR10

Per-frame

MaskTrack [14] 30.3 51.1 32.6 31.0 35.5 31.8 53.0 33.6 33.2 37.6
SipMask [3] 32.5 53.0 33.3 33.5 38.9 35.0 56.1 35.2 36.0 41.2
STMask [7] 33.5 52.1 36.9 31.1 39.2 36.8 56.8 38.0 34.8 41.8
SG-Net [9] 34.8 56.1 36.8 35.8 40.8 36.3 57.1 39.6 35.9 43.0
CrossVIS [15] 34.8 54.6 37.9 34.0 39.0 36.6 57.3 39.7 36.0 42.0
IDOL [12] 49.5 74.0 52.9 47.7 58.7 50.1 73.1 56.1 47.0 57.9
MinVIS [5] 47.4 69.0 52.1 45.7 55.7 - - - - -

Per-clip

STEm-Seg [1] 30.6 50.7 33.5 31.6 37.1 34.6 55.8 37.9 34.4 41.6
MaskProp [2] 40.0 - 42.9 - - 42.5 - 45.6 - -
Propose-Reduce [8] 40.4 63.0 43.8 41.1 49.7 43.8 65.5 47.4 43.0 53.2
VisTR [10] 35.6 56.8 37.0 35.2 40.2 40.1 64.0 45.0 38.3 44.9
EfficentVIS [13] 37.9 59.7 43.0 40.3 46.6 39.8 61.8 44.7 42.1 49.8
IFC [6] 41.0 62.1 45.4 43.5 52.7 42.6 66.6 46.3 43.5 51.4
SeqFromer [11] 47.4 69.8 51.8 45.5 54.8 49.0 71.1 55.7 46.8 56.9
VITA [4] 49.8 72.6 54.5 49.4 61.0 51.9 75.4 57.0 49.6 59.1
MDQE (ours) 47.3 66.9 53.1 42.9 52.9 47.9 70.3 53.8 43.2 53.1

Table 1. Quantitative performance comparison of methods with ResNet50 and ResNet101 on YouTube-VIS 2019 valid set.
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Figure 2. Visualization of instance masks on videos from the YouTube-VIS 2021 valid set.
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Figure 3. Visualization of instance masks on the OVIS valid set.
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Figure 4. Visualization of instance masks on the OVIS valid set.
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