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1. More Experimental Details

Here we introduce more details about the experiments.

1.1. Standard SFVDA

We follow the protocols of ATCoN [3] to learn the source
models. Specifically, we adopt Temporal Relation Net-
work (TRN) [4] as our action recognition model which uses
ResNet-50 [ 1] as the frame feature extractor and a one-layer
MLP as the temporal feature extractor. The temporal fea-
tures are processed by a Batch Normalization (BN) layer
and an additional fully connected layer before they are sent
to the last fully connected layer for predictions. We initial-
ize the frame feature extractor ResNet-50 with weights pre-
trained on ImageNet. We train the model with 100 epochs
at an initial learning rate of 0.005 and set the learning rate
of the frame feature extractor to be 1/10 of the other ran-
domly initialized layers. After learning the source models,
we adapt them with unlabeled target videos following the
procedures described in the main text.

1.2. Partial Domain Adaptation (PDA)

For the PDA setting, everything is the same as the stan-
dard setting except that we remove the class-balancing term
in the IM loss. We still learn to adapt the same source
model using exactly the same strategy though there are less
classes in the target domain. For the evaluation benchmark,
as introduced in the main text, we utilize the UCF01 and
HMDB51 datasets. We collect 2, 780 videos from the 14
common classes'. The number training/test samples from
the two datasets are shown in Table 1.

1.3. Open-Set Domain Adaptation (OSDA)

We use the same datasets as the PDA setting for the
OSDA experiments. The difference is that we choose the

! Although the same datasets as the standard SFVDA setting are used,
the granularity of action categories is different, which results in more cat-
egories.

‘ #Class (Src/Trgt)

PDA 14/7
OSDA 7/14

#Training/test

(1,323/529) - (489/209)
(657/265) - (979/979)1

Table 1. Statistics of the partial domain adaptation (PDA) and
open-set domain adaptation (OSDA) benchmarks. fTraining
videos are used for test. Note this does not violate the basic evalu-
ation rules as the label of training data is not used for training.

first (according to alphabetically sorted class names) 7 cat-
egories from UCF101] to train the source model and adapt
it using all 14 classes from the HDMB51. Table 1 shows
the statistical numbers. For both source model training, we
use the same training protocols as for the standard SFVDA
setting. For the adaptation process, we adopt the strategy
proposed in [2] to exclude samples from unknown classes
for calculating the loss. Specifically, for every 15 iterations,
we perform inference on the training data with the model H,
producing the prediction P = {p;}M where p; = H(U;).
Then, we apply K-Means clustering on the entropy of the
predictions, i.e.,

{Cr}io1 AL}, = K — Mean(&), (1)

where & = {e;}M, withe; = — > pllogp?, Cr(k =
0,1) is the cluster centers for known classes and unknown
classes, and L; is an indicator specifying which cluster each
sample belongs to. We regard Cj, as a known class center if
C < ﬁ > ¢~k €i because known class samples should be
more confidently predicted and hence have smaller entropy.
Then, samples assigning to C; are regarded as known class
samples and used for loss calculation; samples assigned to
the other cluster are excluded.

1.4. Black-Box Domain Adaptation (BBDA)

We adopt a simple two-step approach to extend our
method to the BBDA setting. We first train a student model
from scratch using the black-box model as the teacher via



#Class

#Training/test

UCF-HMDB 12 (1,438/571) - (840/360)
UCF-Kinetics 23 (2,145/851) - (19,104/1,961)
Jester 7 (45,899/5,599) - (45,827/5, 588)
DailyDA 8 A: (2,776/1,289) - H: (560/240) - M: (4,000/400) - K: (8,959/725)
Table 2. Statistics of the benchmarks.
‘ Cl C2 C3 Cc4 C5 Co6 (o) C8 C9 Cl10 Cl11 Cl12 ‘ Avg.
UCF—HMDB
TRN (source) 100 80.0 967 367 100 733 100 967 967 933 933 20.0 | 82.2
SHOT 90.0 90.0 96.7 533 100 567 100 96.7 96.7 933 933 16.7 | 822
ATCoN 833 86.7 100 50.0 100 76.7 100 96.7 933 933 933 46.7 | 85.6
STHC (ours) 100 733 972 827 100 763 100 972 100 933 933 788 | 909
HMDB—UCF
TRN (source) | 92.0 97.1 923 100 100  77.6 100 100 100  97.1 85.4  36.1 88.1
SHOT 84.0 100 949 100 100 464 100 92.1 100 100 100 36.1 81.2
ATCoN 89.3 100 100 100 100 68.0 100 94.7 100 100 100 83.3 | 90.2
STHC (ours) 93.3 100 100 100 100 69.6 100 100 100  97.1 100 97.2 | 92.1

Table 3. Detailed results on the UCF — HMDB benchmark. C1~C12 represent the 12 classes from the datasets.

knowledge distillation on unlabeled target samples. To sim-
ply this process, we use the same procedures as we train the
source models, but replace the cross-entropy loss with the
KL-divergence loss, as

Lav = Eunu[KID(*(U), 0 (0)], @)

where p*(U) and p*(U) are the predictions by the student
model and teacher model, respectively. With the interme-
diate source model, we perform adaptation using the same
practices as adapting a standard source model.

2. Benchmark Details

Table 2 shows the statistics of the four benchmarks em-
ployed for experiments.

3. Complete Results with Per-class Accuracy

In the main text, we show the average accuracy for most
experiments to save space. For reference, Tables 3-11 show
the complete results with per-class accuracy provided.
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\ Kinetics—UCF \ UCF—Kinetics
‘ TRN (source) SHOT  ATCoN  STHC (ours) ‘ TRN (source) = SHOT  ATCoN  STHC (ours)

Cl 87.8 95.1 95.1 95.1 80.0 80.0 80.0 80.0
C2 93.0 88.3 86.0 83.7 89.7 97.4 100 94.9
C3 100 97.1 94.3 100 100 90.0 95.0 95.0
C4 97.4 97.4 100 100 100 100 100 100
C5 100 100 97.7 100 100 100 100 100
C6 100 100 100 100 76.2 95.2 95.2 100
C7 100 100 100 100 100 100 94.1 100
C8 100 100 100 100 31.1 84.4 80.0 68.9
c9 97.5 100 100 100 95.3 14.0 100 100
C10 88.9 100 100 100 50.0 50.0 50.0 50.0
Cl11 92.3 87.2 92.3 92.3 76.2 38.1 60.3 82.5
C12 343 68.6 94.3 100 0 0 0 0

C13 91.7 91.7 94.4 91.7 100 100 50.0 100
Cl4 95.1 100 97.6 97.6 0 0 100 100
C15 100 100 100 100 92.9 92.9 92.9 100
Cl6 100 100 96.9 96.9 100 100 100 100
C17 82.5 90.0 85.0 95.0 90.3 88.7 88.7 90.3
C18 100 100 100 100 40.0 60.0 70.0 60.0
C19 100 100 100 100 100 100 100 100
C20 100 100 96.4 100 100 100 100 100
C21 83.7 69.4 71.4 71.4 83.3 83.3 83.3 83.3
C22 100 100 100 100 81.8 90.9 90.9 72.7
C23 94.3 100 100 100 100 100 100 100
Avg. 92.7 94.1 95.3 96.1 82.5 75.3 87.3 89.8

Table 4. Detailed results on UCF-Kinetics benchmark. C1~C23 represent the 23 classes from the datasets.



\ | c1 2 i 4 5 6 CT C8 | Aw

TRN (source) | 47.2  28.0 0 8.5 24.5 5.1 528 13.6 | 244

KDoA SHOT 37.1  12.0 0 02  40.6 0 193 192 | 20.1
ATCoN 46.5 32.0 0 0 8.3 0 16.0 13.0 | 14.6

STHC (ours) 1.0 1.0 0 0 94.4 1.1 6.9 0 155

TRN (source) | 80.0 70.0 0.0 80.0 90.0 0 46.7 333 | 500

KoH SHOT 86.7 40.0 133 867 76.7 6.7 30.0 46.7 | 49.1
ATCoN 833 70.0 0.0 86.7 933 100 233 267 | 49.1

STHC (ours) | 73.3 67.0 0.0 873 100 100 233 333 | 487

TRN (source) | 26.0 42.0 400 360 500 40 420 20.0 | 325

KoM SHOT 260 180 220 120 140 160 18.0 260 | 36.8
ATCoN 340 46.0 480 460 340 100 220 420 | 358

STHC (ours) | 36.0 28.0 440 40.0 440 18.0 20.0 48.0 | 3438

TRN (source) | 73.0 40.8 1.1 458 172 0 55.7 7.3 31.2

M_sA SHOT 51.6 0 53.8 0 0 28.7 9.0 2.8 16.1
ATCoN 572 0 21.5 0 10.4 0 21.7 0.6 13.6

STHC (ours) | 69.1 0 0 0 9.3 169  36.3 1.0 18.4

TRN (source) 100 6.7 33 90.0 86.7 267 733 200 | 50.8

MoH SHOT 933 200 367 833 867 367 400 30.0 | 533
ATCoN 96.7 133 133 900 900 533 667 333 | 583

STHC (ours) | 97.2 173 131 833 100 57.1 474 373 | 563

TRN (source) | 583 773 955 833 843 284 844 500 | 759

M_K SHOT 0 100 100 100 23.7 0 76.6 0 42.8
ATCoN 943  90.3 100 25.0 437 972 851 0 71.7

STHC (ours) | 97.1 903 100 100 623 689 85.1 0 76.6

TRN (source) | 59.7 0 2.2 1.3 3.1 253 349 0 17.4

HoA SHOT 0 0 0 56.9 0 29.8 193 22 14.3
ATCoN 0 0 0 9.2 0.5 29.8 264 28 10.2

STHC (ours) 0 0 22 491 0 0 423 6.1 13.8

TRN (source) | 46.0 460 44.0 200 260 42.0 8.0 260 | 323

HoM SHOT 16.0 420 680 440 380 200 120 38.0 | 350
ATCoN 340 560 600 460 360 260 260 340 | 3838

STHC (ours) | 300 48.0 600 440 420 200 240 500 | 398

TRN (source) | 31.9 244 379 917 799 7.5 2.8 58.3 | 43.7

HoK SHOT 5.7 935 750 100 40.7 0 4.3 1 36.9
ATCoN 629 935 972 100 422 0 6.4 1 45.8

STHC (ours) | 41.7 80.7 939 91.7 56.7 0 3.7 66.7 | 50.1

TRN (source) 0 0 433 33 56.7 30.0 10.0 0 17.9

A—H SHOT 70.0 133 30.0 90.0 50.0 0 6.7 13.3 | 342
ATCoN 90.0 6.7 16.7 90.0 567 133 33 43.3 | 40.0

STHC (ours) | 700 27.1 133 872 874 267 272 200 | 44.6

TRN (source) 8.0 4.0 100 4.0 320 480 280 12.0 | 183

AoM SHOT 320 120 600 240 340 300 120 180 | 273
ATCoN 40.0 260 360 360 220 280 120 220 | 273

STHC (ours) | 48.0 20.0 340 300 320 220 160 140 | 273

TRN (source) 0 42 3.0 0 399 403 183 8.3 22.3

ASK SHOT 57.1 6.5 972 100 333 0 66.0 0 41.8
ATCoN 71.4 0 0 75.0 393 0 76.6 100 | 36.8

STHC (ours) | 86.1 0 0 100 543 0 784 100 | 44.7

Table 5. Detailed results on the DailyDA benchmark. “K”, “A”, “H”, and “M” are short for the Kinetics, HUDB51, ARID, and
Moments-in-Time, respectively. C1~C8 represent the 8 classes from the datasets.



| 1 Cc2 €3 4 G5 C6  CT | A

TRN (source) | 733 167 800 100 100 467 100 | 73.8
SHOT 467 202 600 967 903 433 100 | 652
ATCoN 600 403 767 100 80.1 467 100 | 71.9
STHC (ours) | 80.0 202 829 100 898 50.1 100 | 752

Table 6. Detailed results for UCF — HMDB in the partial domain adaptation (PDA) setting.

| 1 2 i c4 C5 C6 C7 Unknown | OS  OS*

TRN (source) | 81.4 500 843 29 429 971 686 66.5 61.7 610
SHOT 886 857 957 386 57 929 929 39 630 714
ATCoN 986 871 986 0 471 986 914 53 658 745
STHC (ours) | 85.7 843 800 57 743 100 87.1 54.7 69.5 739

Table 7. Detailed results for UCF — HMDB in the open-set domain adaptation (OSDA) setting. “Unknown” represents classes absent in
the source domain. OS and OS™ denote mean accuracy over all classes and mean accuracy over known classes, respectively.

C2 C3
80.0 96.7

86.7 96.7
93.3 100
90.0 100
833 974

C4 C5 Co6 C7
36.7 100 73.3 100

40.0 100 60.1 100
53.3 100 80.2 100
23.3 100 66.7 80.2
70.2 100 65.9 100

C8 C9 Cl10 Cl1
96.7 96.7 93.3 93.3

96.7 90.2 93.3 96.7
96.7 96.7 93.3 93.3
96.7 93.3 90.0 96.7
97.3 100 93.2 93.3

| CI

TRN (source) | 100
TRN (source)' | 93.3
SHOT 80.0

ATCoN 63.3
STHC (ours) |90.1

C12| Avg.
200822
20.181.1
50.2 | 86.4

13.3|76.7
65.7|87.8

Table 8. Detailed results for UCF — HMDB in the black-box domain adaptation (BBDA) setting.

Cl C2 C3 C4 C5 C6 C7 €C8 (C9 cCl10 C11 ClZ‘Avg.
w/o spatial consistency | 100 83.1 93.3 90.1 100 72.4 100 97.1 100 83.3 93.3 41.1|87.8
w/o temporal consistency | 93.1 83.1 97.2 67.2 100 72.4 100 97.1 93.3 97.1 93.3 76.4|88.9
w/o historical consistency | 100 90.0 93.3 80.0 100 66.3 100 97.1 100 86.3 93.3 71.9|89.8
w/o training the classifier | 100 80.0 93.3 76.9 100 68.9 100 97.1 100 92.6 96.6 51.8]88.1
Full Model 100 89.8 97.2 82.5 100 76.1 100 97.1 97.2 92.6 93.3 65.5|90.9
Table 9. Detailed results for the ablation study with UCF — HMDB.

Cl C2 C3 C4 C5 Co6 C7 |Avg.

w/o spatial consistency |55.2 100 82.1 51.1 98.1 95.8 80.0|75.0

w/o temporal consistency | 56.1 99.2 84.3 242 96.0 98.1 78.1|70.1

w/o historical consistency |44.2 99.6 76.5 63.6 99.1 96.6 92.0|76.6

w/o training the classifier | 30.0 99.2 85.3 38.9 98.3 80.1 95.2|70.4

Full Model ‘66.1 99.4 76.5 60.3 98.3 96.6 83.5|78.4

Table 10. Detailed results for the ablation study with Jester.

Cl C2 C3 C4 C5 C6 C7 C8 (C9 Cl0 Cl1 Cl12|Avg.
a=20.001] O 0 0 0O 0 100 0 O 0 0 0 0 |82
a=0.01 | 100 53.2 100 60.0 100 86.3 100 97.1 97.2 93.1 93.3 17.3|83.0
a=0.1 100 73.3 97.2 82.7 100 76.3 100 97.2 100 93.3 93.3 78.8|90.9
a=1 97.1 80.1 97.2 77.3 100 72.4 100 97.1 100 90.1 93.3 69.4|89.2
a=10 100 77.2 92.8 70.2 100 72.4 100 97.1 100 93.2 93.3 69.4|88.6

Table 11. Detailed results for the sensitivity analysis of a with UCF — HMDB.



