1. Derivation of Variational Information Bottleneck with Bernoulli Prior

Variational Information Bottleneck [1]

The Information Bottleneck (IB) can work as an information compression role to intervene in DNN’s training [1]. Consider the joint distribution \( p(X, Y, Z) \) factors as follows:

\[
p(X, Y, Z) = p(Z|X, Y)p(Y|X)p(X),
\]

and assume \( p(Z|X, Y) = p(Z|X) \), corresponding to the Markov chain \( Y \leftrightarrow X \leftrightarrow Z \). The objective function of IB to be maximized is given in [7] as,

\[
R_{IB} = I(Z, Y) - \beta I(Z, X),
\]

where \( I(\cdot, \cdot) \) indicates the Mutual Information (MI) and \( \beta \) is a Lagrange multiplier.

Since the computation of MI is intractable during the training of the neural networks, the variational bound of the two term can be derived as:

\[
I(Z, Y) = \int dydz p(y, z) \log \frac{p(y|z)}{p(y)}
\]

\[
= \int dydz p(y, z) \log \frac{p(y|z)q(y|z)}{p(y)q(y|z)}
\]

\[
= \int dydz p(y, z) \{ \log q(y|z) - \log p(y) + \log \frac{p(y|z)}{q(y|z)} \}
\]

\[
= \int dydz p(y, z) \log q(y|z) + H(Y)
+ KL(p(Y|Z), q(Y|Z))
\ge \int dydz p(y, z) \log q(y|z)
\]

\[
= \int dx dydz p(x)p(y|x)p(z|x) \log q(y|z),
\]

Thus, the IB objective can be transferred as a variational bound of Eq. (2) as follows:

\[
R_{IB} > = \int dx dydz p(x)p(y|x)p(z|x) \log q(y|z) - \beta \int dx dydz p(x)p(z|x) \log \frac{p(z|x)}{r(z)}
\]

\[
\ge - \frac{1}{N} \sum_{n=0}^{N} \mathbb{E}_{z \sim p_{\theta}(z|x_n)}[- \log q_{\phi}(y_n|z)] - \beta KL[p_{\theta}(z|x_n), r(z)],
\]

Where the \( p(x)p(y|x) \) is approximated by using the empirical data distribution during stochastic batch iteration training, \( N \) denotes the number of samples, \( q_{\phi}(y|z) \) is a parametric approximation to the likelihood \( p(y|z) \), \( r(z) \) is the prior probability of \( z \) to variational approximate the marginal \( p(z) \), and \( p_{\theta}(z|x) \) is the parametric posterior distribution over \( z \). Then, to maximize IB objective can be seen to minimize:

\[
J_{IB} = \frac{1}{N} \sum_{n=0}^{N} \mathbb{E}_{z \sim p_{\theta}(z|x_n)}[- \log q_{\phi}(y_n|z)] + \beta KL[p_{\theta}(z|x_n), r(z)].
\]

Learn Sparsity via Variational Bound of IB [5]

To trade off the dilemma of computational limitation and task-specific representation learning via end-to-end backpropagation, we propose to utilize the IB module to filter most task-irrelevant instances for task-specific fine-tuning.
The above filtering process can be implemented by optimizing the second term of in Eq.(2) which controls the compression. There are two ways that compress $X$ to $Z$ by decreasing the KL divergence between $p(z|x)$ and $r(z)$ in Eq.(6) variational method: reducing the dimension of representation $Z$ compared to $X$ in [1], or converting input $X$ into a sparse one in [5].

For the setting of our long instance sequenced MIL, we reduce $I(X, Z)$ into a degree so that the gradients can be back-propagated to the backbone encoder, which needs us to convert a WSI of bag size over 10k into 1k for the sake of sparsity. Considering MIL for tumor v.s. normal binary classification without loss of generality and the latent label $y_i$ of each instance $x_i$, we argue that it is sufficient enough to make the WSI level prediction if one tumor area is detected. With the above understanding, we propose to learn compressed components similar to [5] by defining a IB module as:

$$z = m \odot x,$$

(7)

where $m$ is a Bernoulli($\pi$) distributed binary mask, thus $r(z|x) = (1 - \pi)\delta(z) + \pi\delta(z - x)$. and in this way $KL[p_\theta(z|x), r(z)]$ in Eq.(6) can be decomposed as,

$$KL[p_\theta(z|x), r(z)] = (1 - \theta(x)) \int \delta(z) log \frac{p_\theta(z|x)}{r(z)} dz + \theta(x) \int \delta(z - x) log \frac{p_\theta(z|x)}{r(z)} dz$$

(8)

$$= (1 - \theta(x)) \log \frac{1 - \theta(x)}{1 - \pi} + \theta(x) \log \frac{\theta(x)}{\pi p(x)} = KL[p_\theta(m|x), r(m)] - \theta(x) log p(X) = KL[p_\theta(m|x), r(m)] + \pi H(X),$$

where $H(X)$ is the entropy of $X$, which can be omitted during the minimization due to its constant value.

2. PyTorch Pseudocode

We show the pytorch pseudocode of the WSI sparsity training of stage-1 in Algorithm 1.

3. Details of Datasets

Camelyon-16 [2] is a public dataset for metastasis detection in breast cancer (tumor / normal classification), including 270 training sets and 130 test sets. A total of about 1.5 million patches at ×20 magnification are obtained after pre-process.

TCGA-BRCA The Cancer Genome Atlas Breast Cancer [6] is a public dataset for breast invasive carcinoma cohort for Invasive Ductal Carcinoma (IDC) versus Invasive Lobular Carcinoma (ILC) subtyping. The WSI is segmented into non-overlapping tissue-containing patches at 20× magnification and about 2.0 million patches were curated from 1038 WSIs.

LBP-CECA The Liquid-based Preparation cytology for Cervical Cancer’s early lesion screening dataset is introduced to validate the universality of our method on cytopathology. The WSIs include 4 classes (Negative, ASC-US, LSIL, ASC-H/HSIL [4]) and are segmented into patches with overlapping of 25 and size of 256 at 20× magnification and about 3.2 million patches were curated from 1393 WSIs.

Camelyon-16-C is generated with random synthetic domain shift on Camelyon-16 [2] testset for simulation. Three kind of corruptions are included: Jpeg compression, Brightness and Hue are implemented by the code in [8], all with a severity of 2.

Camelyon-17 [3] dataset is collected from five different centers. It is an official extension challenge of Camelyon-16. In this paper we combine all tumor positive WSI and random selected negative to constitute a real domain shift test set. Finally, 164 WSIs are sampled out for test.
4. Further Ablation Experiments

Influence of Learning Rate on the Backbone

Here we show the influence of backbone learning rate on Top-512 fine-tuning results, which is performed on Camelyon-16 only once for the relatively long training time of training stage-2. The ablations results are summarized in Table 1. Since the supervision signal of WSI is too weak, we find that lower learning rate helps convergence. For learning rate of 1e-3 and 5e-4, the fine-tuning collapse quickly and diverges to Nan loss. For learning rate of 1e-5, we get the best fine-tuning results on Top-512 as a WSI distilled bag.

<table>
<thead>
<tr>
<th>LR</th>
<th>F1</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1e-3</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>5e-4</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>1e-4</td>
<td>0.682</td>
<td>0.744</td>
</tr>
<tr>
<td>5e-5</td>
<td>0.713</td>
<td>0.741</td>
</tr>
<tr>
<td>1e-5</td>
<td>0.899</td>
<td>0.944</td>
</tr>
<tr>
<td>5e-6</td>
<td>0.876</td>
<td>0.908</td>
</tr>
<tr>
<td>1e-6</td>
<td>0.806</td>
<td>0.804</td>
</tr>
</tbody>
</table>

Table 1. Influence of Learning Rate on the Backbone during fine-tuning process with weakly WSI supervision.

Number selection of Top-K

Here we show the influence of IB module training in stage-1, which is performed on Camelyon-16 with five runs. The ablations results are summarized in Table 2. Generally, with the increasement of K, less essential instances would be neglected, resulting in better performance. However, most of WSIs in the Camelyon-16 dataset are with only a few tumor area, thus the less Top-K somehow fit better this dataset property. So we find that top-2048 shows the best results and even higher than all instances used for WSI decision. However for the computational limitation, we finally select top-512 for fine-tuning of stage-2.

<table>
<thead>
<tr>
<th>Top-K</th>
<th>F1</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>0.840±0.011</td>
<td>0.870±0.010</td>
</tr>
<tr>
<td>256</td>
<td>0.843±0.009</td>
<td>0.870±0.010</td>
</tr>
<tr>
<td>512</td>
<td>0.843±0.005</td>
<td>0.866±0.011</td>
</tr>
<tr>
<td>1024</td>
<td>0.845±0.007</td>
<td>0.864±0.011</td>
</tr>
<tr>
<td>2048</td>
<td>0.846±0.004</td>
<td>0.875±0.010</td>
</tr>
<tr>
<td>all</td>
<td>0.839±0.018</td>
<td>0.875±0.028</td>
</tr>
</tbody>
</table>

Table 2. Number selection of Top-K.

Value selection of Lagrange multiplier

Here we show the influence of Lagrange multiplier during training stage-1, which is performed on Camelyon-16 with five runs. Definitely, the Lagrange multiplier $\beta$ works as a trade off factor of the two task: if we care more about WSI training loss with a low $\beta$, then the ranking or sparsity properties of IB module may not be well learned. On the contrary, a large $\beta$ will influence the training of WSI classifier. The ablations results are summarized in Table 3 and we find that the best selection of $\beta$ is 1e-1.

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>F1</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper bound</td>
<td>0.839±0.018</td>
<td>0.875±0.028</td>
</tr>
<tr>
<td>1e-3</td>
<td>0.835±0.008</td>
<td>0.860±0.012</td>
</tr>
<tr>
<td>1e-2</td>
<td>0.833±0.006</td>
<td>0.860±0.028</td>
</tr>
<tr>
<td>1e-1</td>
<td><strong>0.849±0.010</strong></td>
<td><strong>0.865±0.014</strong></td>
</tr>
<tr>
<td>1</td>
<td>0.839±0.015</td>
<td>0.852±0.018</td>
</tr>
<tr>
<td>10</td>
<td>0.838±0.016</td>
<td>0.862±0.020</td>
</tr>
<tr>
<td>100</td>
<td>0.828±0.010</td>
<td>0.853±0.007</td>
</tr>
</tbody>
</table>

Table 3. Value selection of Lagrange multiplier.

5. Result Analysis of the 3 Stages

There is a probability that the top-K instances may not contain at least one tumor patch for extreme cases, e.g. some Camelyon-16 WSIs contain very few tumors in Fig.2. Thus stage-3 is needed for covering all instances to get WSI result equipped with fine-tuned backbone, which shows further improvement compared to stage-2 in Fig.1. We also show that with random k instances, the model in stage-2 cannot converge, in Fig.1.

Figure 1. Performance of three stages on Camelyon-16, most can be found from the prior submission material.

Figure 2. A WSI with very few tumor areas (blue).
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