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1. More Experiments

Visualization of corrupted samples and features. Here, in order to qualitatively show the improvements from using TBM, we visualize the image reconstruction quality during pre-training. In Fig. 1, we plot the original corrupted image and the reconstructed images of ViT-Huge with the decoder, with and without the use of TBM. When TBM is not used, reconstruction of the masked parts of the image is challenging, and the reconstruction looks blurred and inaccurate. This is because the corruptions in the unmasked parts of the image make it difficult to predict the masked parts. However, when TBM is used, there is a visible improvement in the quality of the reconstructed images, where the image looks sharper and less blurred, and much of the corruptions have been smoothened out.

Next, in Fig. 2 we visualize the effects of corruptions on the extracted features. On the left, we see the produced features when the input image is clean. When the same input is perturbed with a corruption and fed to the baseline ViT-Huge, the features undergo significant observable changes, showing that the features are not very robust to added corruptions. However, when TBM is applied, the features show minimal changes when fed with the same corrupted image, and look similar to features obtained under a clean setting. This shows that TBM helps to make the output features of VTs more robust against input corruptions.

Investigation on the impact of the number of layers using TBM modules. Firstly, we train a single model to deal with an individual type of corruption in a self-supervised manner, i.e., we train multiple models (with ViT-Huge as the encoder) to handle the various types of corruptions, and report the average performance of the models over all the corruption types in the top row of Fig. 3. We find that, after adding our TBM module to a single layer,
Figure 3. Evaluation of the impact of the number of layers using TBM modules. At the top, we plot the results where a single model is trained to deal with an individual type of corruption in ImageNet-C. At the bottom, we plot the results where the model is trained to handle all types of corruptions. The results of the baseline (i.e., ViT-Huge) without using any TBM modules are indicated in red stars (⋆).

and then becomes stable after 3 layers. The results suggest that, our model, which boosts the features at multiple levels (3 levels in our experiments) with TBM, is capable of handling various types of corruptions simultaneously, which is a complicated task.

**Performance after fine-tuning our pre-trained model.**
In the main paper, we evaluate on the self-supervised and supervised settings, and here we evaluate on a third setting, where we conduct fine-tuning on the entire model (i.e., both the ViT-Huge+TBM encoder and the linear layer). Specifically, we fine-tune the model for 40 epochs using the AdamW optimizer with a learning rate of 0.001. The results are reported in Tab. 1. We observe that we outperform the baseline on all three settings.

Table 1. Performance comparison (%) of ViT-Huge+TBM after fine-tuning on ImageNet-C.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Supervised</th>
<th>Self-supervised</th>
<th>Fine-tuned</th>
</tr>
</thead>
<tbody>
<tr>
<td>ViT-Huge [3]</td>
<td>50.1</td>
<td>35.2</td>
<td>51.0</td>
</tr>
<tr>
<td>ViT-Huge+TBM</td>
<td>53.2</td>
<td>38.6</td>
<td>54.1</td>
</tr>
</tbody>
</table>

Comparison against alternative settings with similar model size. Here, we compare ViT-Huge+TBM against other settings with similar model size. In ViT-Huge+TBM (λ = 0), we train our ViT-Huge+TBM model as usual, except that the weight of the TBM’s reconstruction loss λ is set to 0. This means that the TBM modules are still inserted into ViT-Huge, but there is no explicit boosting, and the TBM parameters are just a part of our model (which are involved in the end-to-end training). Alternatively, another way to add more parameters to approximately match the number of parameters with our ViT-Huge+TBM model is to have slightly more layers (ViT-Huge + more layers) or slightly wider layers (ViT-Huge + wider layers). As shown in Tab. 2, our method outperforms other methods with a similar model size.

<table>
<thead>
<tr>
<th>Settings</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ViT-Huge + more layers</td>
<td>36.0</td>
</tr>
<tr>
<td>ViT-Huge + wider layers</td>
<td>36.1</td>
</tr>
<tr>
<td>ViT-Huge+TBM (λ = 0)</td>
<td>35.7</td>
</tr>
<tr>
<td>ViT-Huge+TBM</td>
<td>38.6</td>
</tr>
</tbody>
</table>

Impact of the design of g. Next, we investigate different designs for the module g, and the results are reported in Tab. 3. Firstly, we ablate over the depth of g on all three tasks, and find that when we increase the depth of g, the performance improves, and then keeps stable. We find that using 3 layers for all tasks reaches optimal performance in the stable region. Next, we also replace the 3 simple fc-layers with 3 self-attention layers, and find that the results are similar. Thus, overall, we use 3 fc-layers in our design.

2. More Implementation Details

2.1. Training on Images

**Detailed image pre-training procedure.** For the training on corrupted RGB and depth images, we employ the random sampling strategy as outlined in [9]. Each image is split into 196 non-overlapping patches of approximately similar size. Then, patches are randomly selected to be masked until 75% of them have been masked, i.e., 147 patches are masked, and 49 patches remain visible. When patches are masked, the corresponding tokens are removed and are not fed as input to the VT encoder. Instead, masked tokens are introduced at the decoder for reconstruction purposes. Following [9], we only apply MSE reconstruction loss on the masked patches, and do not apply it on visible patches. During pre-training, following [9], our decoder consists of 8 stacked Transformer blocks with a width of 512. We also employ a data augmentation strategy of random resized cropping.

**Detailed image linear probe hyperparameters.** After adding the linear layer, the VT encoder is frozen and the final layer is trained using the cross entropy loss for 90 epochs with a batch size of 512. We use a LARS optimizer and set the learning rate to 0.1. We also augment our data using random resized cropping.
Table 3. Evaluation of various designs of $g$ on three different tasks.

<table>
<thead>
<tr>
<th># fc layers in $g$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>3 self-attention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (%) on ImageNet-C</td>
<td>37.5</td>
<td>38.2</td>
<td>38.6</td>
<td>38.7</td>
<td>38.6</td>
<td>38.5</td>
</tr>
<tr>
<td>Accuracy (%) on NTU60</td>
<td>78.6</td>
<td>79.0</td>
<td>79.1</td>
<td>79.1</td>
<td>79.0</td>
<td>79.0</td>
</tr>
<tr>
<td>Accuracy (%) on WRGBD</td>
<td>71.5</td>
<td>71.4</td>
<td>71.5</td>
<td>71.4</td>
<td>71.5</td>
<td>71.4</td>
</tr>
</tbody>
</table>

**Detailed image fully-supervised training hyperparameters.** For the supervised setting on images, the full ViT + linear layer is trained using the cross entropy loss for 400 epochs. ViT backbones are optimized using LARS optimizer with a learning rate of 0.1, while DeiT and Swin backbones are optimized using AdamW optimizer with a learning rate of 0.001. To augment our data, we use random resized cropping.

**2.2. Training on Skeleton Sequences**

**Detailed skeleton sequence tokenization procedure.** Following DSTA-Net [15], each input frame of the skeleton sequence is split into $P$ patches, where the $P$ presents the number of joints which is 25 for NTU RGB+D datasets. Each patch is converted to a token embedding using a mapper comprising of a Conv2D layer with width of 256, a BatchNorm layer and a LeakyReLU activation function. We follow [12] to process all the skeleton sequences.

**Detailed skeleton sequence masking procedure.** Here, we describe how we select the patches to mask during pre-training. We follow the Spatial Temporal Masking strategy in [14]. This strategy combines both Spatial Masking and Temporal Masking, where the model is forced to 1) learn to use relevant information from other (unmasked) joints, which improves the model’s spatial awareness of the skeletal structure and 2) learn plausible motions of skeletal joints through an extended period of time, which improves the model’s understanding of the temporal aspect of skeletal sequences. Specifically, following [14], we set the temporal masking ratio to 80%, and spatial masking to involve 2 joints per frame.

**Detailed skeleton sequence pre-training procedure.** When doing the masking procedure, we follow the same strategy in [14] where the masked joints are removed and not fed to the following encoding process. Masked tokens are added before the skeleton decoder to be reconstructed into the original skeleton sequence. For the skeleton decoder, we follow the basic structure of Kinetic-GAN [2] that leverages 7 stacked basic ST-GCN blocks as the decoder network. We train it for 200 epochs with batch size of 256.

**Detailed skeleton sequence linear probe hyperparameters.** After adding the linear layer, the DSTA-Net encoder is frozen and the final layer is trained using the cross entropy loss for 90 epochs with a batch size of 256. We use a SGD optimizer and set the learning rate to 0.1.

**Detailed skeleton sequence fully-supervised training hyperparameters.** For the supervised setting on skeleton sequences, the DSTA-Net+linear layer is end-to-end trained using the cross entropy loss for 90 epochs with a batch size of 256. Here, we adopt an SGD optimizer with a learning rate of 0.1.

**2.3. More TBM Details**

In order to set $\alpha > 0$ in practice while optimizing $\alpha$ using gradient descent, we apply the ReLU function onto our $\alpha$ parameters before using them to scale the noise. The ReLU function will have the effect of mapping elements of $\alpha$ into values $\geq 0$ for scaling the noise. Moreover, we add a skip connection over the TBM module, which helps with convergence during training.

**3. Future Work**

In this work, we explore the scenario where training and testing corruption types are the same, which is commonly seen in many real-world tasks, such as skeleton action recognition and depth image recognition. As shown in the main paper, our TBM can handle these tasks well and achieve state-of-the-art results. In the future, we plan to explore the adaptation to unseen corruption types, i.e., Unsupervised Domain Adaptation (UDA) to new corruptions, which is an even more challenging scenario. One possible solution is to modify TBM to generate $\alpha$ based on the input, which allows TBM to adapt flexibly according to the input data, i.e., similar to a dynamic network [5, 10] that adapts its parameters according to the input data.

Other future work includes experimentation on other tasks which also involve noisy input data, such as pose estimation [4,7,13,18,20,21]. We can also investigate applying TBM to unified models [1,6,8,17] that tackle multiple tasks simultaneously.


In Section 3.2 of our paper, we mention that $E[Q|I] = E[P|I]$, given our assumptions that $P$ and $Q$ are drawn from the same distribution. Here we give theoretical justifications of this.
\[
\mathbb{E}[Q|I] = \mathbb{E}[Q|R + P + Q = I] \\
= \int q \cdot \frac{\text{Prob}(Q = q, R + P + Q = I)}{\text{Prob}(R + P + Q = I)} \\
= \int q \cdot \frac{\text{Prob}(Q = q, P = I - R - q)}{\text{Prob}(R + P + Q = I)} \\
= \frac{1}{d} \int q \cdot \text{Prob}(Q = q, P = I - R - q)
\]

where \(d = \text{Prob}(R + P + Q = I)\) is a constant.

On the other hand, we also get:

\[
\mathbb{E}[P|I] = \mathbb{E}[P|R + P + Q = I] \\
= \int p \cdot \frac{\text{Prob}(P = p, R + P + Q = I)}{\text{Prob}(R + P + Q = I)} \\
= \int p \cdot \frac{\text{Prob}(P = p, Q = I - R - p)}{\text{Prob}(R + P + Q = I)} \\
= \frac{1}{d} \int p \cdot \text{Prob}(P = p, Q = I - R - p)
\]

When \(P\) and \(Q\) have the same distribution, and thus the same support, we can conclude that Eq. 4 = Eq. 8, and \(\mathbb{E}[Q|I] = \mathbb{E}[P|I]\).

Note that above, we have the assumption that \(P\) and \(Q\) have the same distribution. Thus, in the next section, we analyse theoretically why our method can learn to enable the synthetic corruptions \(Q\) to have the same distribution as \(P\).

5. Analysis that distribution of synthetic corruptions \(Q\) approximate distribution of natural corruptions \(P\)

In the section above, we assume that \(Q\) and \(P\) come from the same distribution. Here, we show why we can expect this in practice, and show theoretical analysis to support this. In short, it is because \(\alpha\) can be meaningfully trained to be similar to the underlying corruption distribution. Specifically, the achieved loss will be higher, if \(\alpha\) does not learn to model the underlying corruption distribution well.

Following [11, 16, 19], the “natural” corruption distribution \(P\) is modeled as Gaussian with a mean of 0 and some unknown standard deviations \(\omega\). In our TBM, the synthetic corruption \(Q\) is drawn from Gaussian with standard deviations \(\alpha\). We next show that if \(\alpha \neq \omega\), the produced boosted features \(\tilde{R}\) will be biased, and so there will be a higher loss incurred.

To show that \(\mathbb{E}[Q|I] = \frac{\omega^2}{\alpha^2} \mathbb{E}[P|I]\), we first start by analyzing the conditional pdf of \(P\).

\[
\text{Prob}(P = p|I = i, R = r) = \frac{\text{Prob}(P = p, I = i, R = r)}{\text{Prob}(I = i, R = r)} \\
= \frac{\text{Prob}(P = p)\text{Prob}(Q = i - r - p)}{\text{Prob}(I = i, R = r)} \\
= \frac{1}{b_1} \text{Prob}(P = p)\text{Prob}(Q = i - r - p) \\
= \frac{1}{b_2} \text{exp} \left\{ - \frac{p^2}{2\omega^2} - \frac{(i - r - p)^2}{2\alpha^2} \right\} \\
= \frac{1}{b_2} \text{exp} \left\{ - \frac{\alpha^2 p^2 + \omega^2(i - r - p)^2}{2\alpha^2 \omega^2} \right\} \\
= \frac{1}{b_2} \text{exp} \left\{ - \frac{(\alpha^2 + \omega^2)p^2 - 2\omega^2 p(i - r) + \omega^2(i - r)^2}{2\alpha^2 \omega^2} \right\} \\
= \frac{1}{b_2} \text{exp} \left\{ - \frac{p^2 - \frac{2\alpha^2}{(\alpha^2 + \omega^2)} p(i - r) + \frac{\omega^2}{(\alpha^2 + \omega^2)} (i - r)^2}{2\alpha^2 \omega^2} \right\} \\
= \frac{1}{b_2} \text{exp} \left\{ - \frac{p^2 - \frac{2\alpha^2}{(\alpha^2 + \omega^2)} p(i - r) + \frac{\omega^2}{(\alpha^2 + \omega^2)} (i - r)^2}{2\alpha^2 \omega^2} \right\} \\
\cdot \text{exp} \left\{ - \frac{(\alpha^2 + \omega^2)(i - r)^2 - \frac{\omega^2}{(\alpha^2 + \omega^2)} (i - r)^2}{2\alpha^2 \omega^2} \right\} \\
= \frac{1}{b_3} \text{exp} \left\{ - \frac{\omega^2}{2\alpha^2 \omega^2} (i - r)^2 \right\}
\]

where \(b_1, b_2, b_3\) are constants. To get Eq. 10 by splitting the joint distribution into marginals, we use the fact that \(I = R + P + Q\). The conditional distribution in Eq. 17 has a mean of \(\frac{\omega^2}{\alpha^2 + \omega^2} (i - r)\). In other words, \(\mathbb{E}[P|I = i, R = r] = \frac{\omega^2}{\alpha^2 + \omega^2} (i - r)\). Doing the same for the conditional distribution of \(Q\) gives us \(\mathbb{E}[Q|I = i, R = r] = \frac{\omega^2}{\alpha^2 + \omega^2} (i - r)\). Equating both of them gives us the resulting relationship: \(\mathbb{E}[Q|I = i, R = r] = \frac{\omega^2}{\alpha^2 + \omega^2} \mathbb{E}[P|I = i, R = r]\). Thus, our estimate becomes:

In our TBM module, we will use Eq. 1 of the main paper, i.e., \(\tilde{R} = 2\tilde{F} - I\) to reconstruct \(\tilde{R}\). Thus, our estimate becomes:
\[ \hat{R} = 2E[R + P|I] - (E[R + P + Q|I] \] (18)
\[ = E[R|I] + E[P|I] - E[Q|I] \] (20)
\[ = E[R|I] + E[P|I] - \frac{\alpha^2}{\omega^2}E[P|I] \] (21)
\[ = E[R|I] + (1 - \frac{\alpha^2}{\omega^2})E[P|I] \] (22)

If \( \alpha \neq \omega \), this obtained term in Eq. 22 is not equal to \( E[R|I] \), which is not desirable as it means that our boosted features will be biased, i.e., \( \hat{R} \neq E[R|I] \). For example, when \( \alpha << \omega \) and \( \frac{\alpha^2}{\omega^2} \) is small and close to 0, we get an estimate \( \hat{R} \approx E[R|I] + E[P|I] = f \), which means that almost no boosting is done. On the other hand, when \( \alpha >> \omega \), our TBM module will over-compensate for the corruptions, and we get a case where the corruption changes signs (from \( E[P|I] \) to \( 1 - \frac{\alpha^2}{\omega^2} |E[P|I| \) and still affect the performance of the task.

Failure to boost the tokens in the TBM module will lead to a higher loss in the end-to-end objective, as analyzed in Sec. 6 of the Supplementary. Thus, to minimize this loss, the gradients will optimize \( \alpha \) to become an approximation of \( \omega \), i.e., \( \alpha \approx \omega \). Thus, \( \frac{\alpha^2}{\omega^2} \approx 1 \) and Eq. 22 becomes \( E[R|I] + (1 - \frac{\alpha^2}{\omega^2})E[P|I] \approx E[R|I] \) as we intend, in order to minimize the loss. This means that \( \alpha \) will be trained to be similar to \( \omega \), the parameters of the “natural” corruption distribution.

Next, the detailed steps to get Eq. 6-8 of the main paper is as follows:

\[ E \left[ \frac{1}{N_V} \sum_{j=1}^{N_V} (V_j - (\beta U + c)_j)^2 \right] \] (29)
\[ = E \left[ \frac{1}{N_V} \sum_{j=1}^{N_V} [(V + S_V)_j - (\beta(U + S_U) + c)_j]^2 \right] \] (30)
\[ = E \left[ \frac{1}{N_V} \sum_{j=1}^{N_V} [\epsilon_j + (S_V)_j - (\beta S_U)_j]^2 \right] \] (31)
\[ = \frac{1}{N_V} \sum_{j=1}^{N_V} E[\epsilon_j^2] + E[(S_V)_j^2] + E[(\beta S_U)_j^2] \] (32)
\[ = \frac{1}{N_V} \sum_{j=1}^{N_V} E[\epsilon_j^2] + E[(S_V)_j^2] + E[(\beta S_U)_j^2] \] (34)
\[ = \frac{1}{N_V} \sum_{j=1}^{N_V} E[\epsilon_j^2] + E[(S_V)_j^2] + E[(\beta S_U)_j^2] \] (35)
\[ + E[(S_V)_j]^2 + E[(\beta S_U)_j] \] (36)
\[ = \frac{1}{N_V} \sum_{j=1}^{N_V} Var(\epsilon_j) + Var((S_V)_j) \] (37)
\[ + Var((\beta S_U)_j) \] (By independence)
\[ = \frac{1}{N_V} \sum_{j=1}^{N_V} (\gamma^2 + \sigma^2_N + \sum_{k=1}^{N_U} Var(\beta_k(S_U)_k)) \] (38)
\[ = \frac{1}{N_V} \sum_{j=1}^{N_V} \gamma^2 + \sigma^2_N + \sum_{k=1}^{N_U} \beta^2_k \sigma^2_N \] (39)
\[ = \gamma^2 + \sigma^2_N + \frac{1}{N_V} \sum_{j=1}^{N_V} \sum_{k=1}^{N_U} \beta^2_k \sigma^2_N \] (40)

6. Detailed Analysis of Section 3.4 of Main Paper

The detailed derivation of Eq. 5 in the main paper is as follows:

\[ E \left[ \frac{1}{N_V} \sum_{j=1}^{N_V} \left( \frac{1}{N_V} \sum_{j=1}^{N_V} E[\epsilon_j^2] \right) \right] \] (23)
\[ = E \left[ \frac{1}{N_V} \sum_{j=1}^{N_V} \left( \frac{1}{N_V} \sum_{j=1}^{N_V} \epsilon_j^2 \right) \right] \] (24)
\[ = \frac{1}{N_V} \sum_{j=1}^{N_V} E(\epsilon_j^2) \] (25)
\[ = \frac{1}{N_V} \sum_{j=1}^{N_V} Var(\epsilon_j) + E[\epsilon_j]^2 \] (26)
\[ = \gamma^2 \] (27)
\[ = \gamma^2 + \sigma^2_N + \frac{1}{N_V} \sum_{j=1}^{N_V} \sum_{k=1}^{N_U} \beta^2_k \sigma^2_N \] (40)
Lastly, the detailed steps corresponding to Eq. 9-11 of the main paper are as follows:

\[
E\left[\frac{1}{N_V} \sum_{j=1}^{N_V} \tilde{V}_j - (\beta U + c)_j \right]^2
\]  
(41)

\[
= E\left[\frac{1}{N_V} \sum_{j=1}^{N_V} ((V + S_V)_j - (\beta U + c)_j)^2 \right]
\]  
(42)

\[
= E\left[\frac{1}{N_V} \sum_{j=1}^{N_V} (\epsilon_j + (S_V)_j)^2 \right]
\]  
(43)

\[
= E\left[\frac{1}{N_V} \sum_{j=1}^{N_V} [\epsilon_j]^2 + [(S_V)_j]^2 + 2[\epsilon_j](S_V)_j \right]
\]  
(44)

\[
= \frac{1}{N_V} \sum_{j=1}^{N_V} E[\epsilon_j^2] + E[(S_V)^2_j] + 2E[\epsilon_j(S_V)_j] 
\]  
(45)

\[
= \frac{1}{N_V} \sum_{j=1}^{N_V} E[\epsilon_j^2] + E[(S_V)^2_j] + 2E[\epsilon_j]E[(S_V)_j] 
\]  
(46)

(By independence)

\[
= \frac{1}{N_V} \sum_{j=1}^{N_V} E[\epsilon_j^2] + E[(S_V)^2_j] \quad \text{(as } E[\epsilon_j] = E[(S_V)_j] = 0) \)
\]  
(47)

\[
= \frac{1}{N_V} \sum_{j=1}^{N_V} (Var(\epsilon_j) + E[\epsilon_j]^2) + (Var((S_V)_j) + E[(S_V)_j]^2) 
\]  
(48)

\[
= \frac{1}{N_V} \sum_{j=1}^{N_V} Var(\epsilon_j) + Var((S_V)_j) 
\]  
(49)

\[
= \gamma^2 + \sigma_N^2 
\]  
(50)
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