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Methods Joint Mesh F@5 F@15 Object

Pose2Mesh et al. [8] 12.5 12.7 44.1 90.9 No
Hasson et al. [4] 11.4 11.4 42.8 93.2 Yes
I2L-MeshNet [9] 11.2 13.9 40.9 93.2 No
Hasson et al. [5] 11.0 11.2 46.4 93.9 Yes

Hampali et al. [10] 10.7 10.6 50.6 94.2 Yes
METRO [3] 10.4 11.1 48.4 94.6 No
Liu et al. [1] 10.1 9.7 53.2 95.2 Yes
ArtiBoost [7] 11.4 10.9 48.8 94.4 Yes

Keypoint Trans. [6] 10.8 - - - Yes
HandOccNet [2] 9.1 8.8 56.4 96.3 No

Ours(-) 9.1 9.0 56.1 96.1 Yes
Ours 8.9 8.7 57.5 96.5 Yes

Table 1. Performance comparison with state-of-the-art methods
on the hand pose estimation task on the HO3D dataset. The last
column indicates whether a method performs the object 6D pose
estimation task. (-) denotes HFL-Net with the smaller backbone
model.

In this supplementary material, we further demonstrate
the effectiveness of HFL-Net by adopting a smaller back-
bone model. Specifically, we reduce the number of stage-2
and stage-3 layers by one half, respectively. Considering
that there are two independent sets of stage-2 and stage-3
layers, the model size of our backbone is the same as the
common ResNet-50 [11] model adopted in [1, 2, 6].

Performance comparisons on the HO3D [10] database
are summarized in Table 1 and Table 2. The PAMPJPE and
PAMPVPE performance of the smaller HFL-Net are 9.1mm
and 9.0mm, respectively. They are only slightly lower than
the performance achieved with our original backbone by
0.2mm and 0.3mm, respectively.

The performance of HFL-Net with the smaller back-
bone still significantly outperforms its baseline model [1]
by 1.0mm and 0.7mm on PAMPJPE and PAMPVPE, re-
spectively. It is worth noting that we adopt smaller image

*Corresponding author.

Methods cleanser bottle can average

Liu et al. [1] 88.1 61.9 53.0 67.7
Ours(-) 89.2 75.8 50.7 71.9
Ours 81.4 87.5 52.2 73.3

Table 2. Performance comparison with state-of-the-art methods
on the object 6D pose estimation task on the HO3D dataset. (-)
denotes HFL-Net with the smaller backbone model.

size (256 × 256 pixels) than that in [1] (512 × 512 pixels).
The time cost of our smaller backbone and that in [1] are
3.16ms and 7.5ms per image on a Titan V GPU. This com-
parison means that HFL-Net can be more efficiently utilized
in practice.

Moreover, with the smaller backbone, our HFL-Net still
achieves comparable performance with [2] over all metrics.
It is worth noting that [2] performs the hand pose estima-
tion task only, which means it is free from the interference
caused by the object pose estimation task. We also conduct
comparisons on the object 6D pose estimation task in Table
2. With the smaller backbone model, the average ADD-0.1
score of HFL-Net is 71.9%, outperforming [1] by 4.2%.

The above rigours comparisons further justify the effec-
tiveness of HFL-Net. We attribute the advantage of HFL-
Net to its harmonious feature learning scheme, which not
only significantly relieves the competition between the hand
and object pose estimation tasks, but also facilitates the mu-
tual enhancement between the hand and object features.
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