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1. Overview

In this supplemental, we first show in Figure 1 more example images with annotated masks from our proposed VMD-
D dataset, which covers a variety of daily scenes containing glass with different shapes. In Figure 2 and Figure 3, we
also provide more comparisons of our method with 14 state-of-the-art methods from relevant fields, including GateNet [14]
and MINet [8] for salient object detection; PCSA [4] for video salient object detection; DeepLabV3 [1], PSPNet [13] and
OCRNet [12] for semantic segmentation; TVSD [2], STICT [7] and Sc-Cor [3] for video shadow detection; HFAN [9]
for video object segmentation; GlassNet [5] for glass surface detection; MirrorNet [11], PMDNet [6] and VCNet [10] for
single-image mirror detection.
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Figure 1. More examples of the proposed Video Mirror Detection dataset, VMD-D, with pixel-level annotations. It shows that the VMD-D
dataset covers a variety of daily scenes and mirror shapes.



Image GateNet [14] DeepLabV3 [1] Sc-Cor [3] HFAN [9] GlassNet [5] PMDNet [6] VCNet [10] Ours Ground Truth

Figure 2. Visual comparison between the proposed VMD-Net and selected state-of-the-art methods from relevant fields.



Image GateNet [14] DeepLabV3 [1] Sc-Cor [3] HFAN [9] GlassNet [5] PMDNet [6] VCNet [10] Ours Ground Truth

Figure 3. Visual comparison between the proposed VMD-Net and selected state-of-the-art methods from relevant fields.


	. Overview

