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A.1. Full Results of Single-Stage 3D Detectors on Waymo Open Dataset

#Frames
Mean L1 Mean L2 Vehicle L1 Vehicle L2 Pedestrian L1 Pedestrian L2 Cyclist L1 Cyclist L2

(mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH)

SECOND [13]3 1 67.2 / 63.1 61.0 / 57.2 72.3 / 71.7 63.9 / 63.3 68.7 / 58.2 60.7 / 51.3 60.6 / 59.3 58.3 / 57.0
PointPillars [5]3 1 69.0 / 63.5 62.8 / 57.8 72.1 / 71.5 63.6 / 63.1 70.6 / 56.7 62.8 / 50.3 64.4 / 62.3 61.9 / 59.9

◦CenterPoint [14]1 1 74.0 / 71.3 67.9 / 65.5 74.8 / 74.2 66.7 / 66.2 75.8 / 69.7 68.3 / 62.6 71.3 / 70.2 68.7 / 67.6
•VoTr-SSD [7] 1 – – 69.0 / 68.4 60.2 / 59.7 – – – –
•SST [2]2 1 74.8 / 71.1 68.2 / 64.8 73.6 / 73.1 64.8 / 64.4 80.0 / 70.6 71.7 / 63.0 70.7 / 69.6 68.0 / 66.9
•SST-Center [2] 1 75.6 / 72.3 69.3 / 66.3 75.1 / 74.6 66.6 / 66.2 80.1 / 72.1 72.4 / 65.0 71.5 / 70.2 68.9 / 67.6
•VoxSet [4] 1 75.4 / 72.2 69.1 / 66.2 74.5 / 74.0 66.0 / 65.6 80.0 / 72.4 72.5 / 65.4 71.6 / 70.3 69.0 / 67.7
◦PillarNet [9] 1 76.1 / 72.9 69.9 / 67.2 78.2 / 77.7 70.4 / 69.9 79.8 / 72.6 71.6 / 64.9 70.4 / 69.3 67.8 / 66.7
•FlatFormer (Ours) 1 76.1 / 73.4 69.7 / 67.2 77.5 / 77.1 69.0 / 68.6 79.6 / 73.0 71.5 / 65.3 71.3 / 70.1 68.6 / 67.5

◦CenterPoint [14]1 2 75.9 / 74.2 70.1 / 68.4 75.7 / 75.2 67.7 / 67.2 78.3 / 74.6 71.0 / 67.5 73.8 / 72.9 71.5 / 70.5
◦PillarNet [9] 2 77.3 / 75.8 71.5 / 70.0 79.6 / 79.1 71.6 / 71.1 82.1 / 78.8 74.5 / 71.4 70.4 / 69.6 68.3 / 67.5
•FlatFormer (Ours) 2 78.9 / 77.3 72.7 / 71.2 79.1 / 78.6 70.8 / 70.3 81.6 / 78.2 73.8 / 70.5 76.1 / 75.1 73.6 / 72.6

◦CenterPoint [14] 3 – – – – – – – –
◦CenterPoint++ [15]1 3 79.1 / 77.6 73.0 /71.6 79.7 / 79.2 71.8 / 71.4 81.5 / 78.6 73.5 / 70.8 76.0 / 75.1 73.7 / 72.8
•SST [2]2 3 78.1 / 76.3 73.6 / 70.4 75.2 / 74.7 66.5 / 66.1 83.2 / 79.2 76.2 / 72.3 76.0 / 75.1 73.6 / 72.8
•SST-Center [2]† 3 79.0 / 77.0 72.8 / 71.2 77.0 / 76.4 68.8 / 68.2 82.7 / 78.5 75.8 / 71.8 77.3 / 76.0 74.4 / 73.3
•FlatFormer (Ours) 3 79.6 / 78.0 73.5 / 72.0 79.7 / 79.2 71.4 / 71.0 82.0 / 76.1 74.5 / 71.3 77.2 / 76.1 74.7 / 73.7

Table A1. Full results of single-stage 3D detectors on Waymo Open Dataset (validation set). Markers ◦ and • refer to sparse convolutional
models and point cloud transformers, respectively. Methods with <60 L2 mAPH are marked gray. (†: reproduced by us, 1: from CenterPoint
authors, 2: from SST authors, 3: from FSD paper)

A.2. Full Results of Two-Stage 3D Detectors on Waymo Open Dataset

#Frames
Mean L1 Mean L2 Vehicle L1 Vehicle L2 Pedestrian L1 Pedestrian L2 Cyclist L1 Cyclist L2

(mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH)

◦LiDAR R-CNN [6]† 1 71.9 / 67.0 65.8 / 61.3 76.0 / 75.5 68.3 / 67.9 71.2 / 58.7 63.1 / 51.7 68.6 / 66.9 66.1 / 64.4
◦PV-RCNN [10]† 1 73.4 / 69.6 66.8 / 63.3 77.5 / 76.9 69.0 / 68.4 75.0 / 65.6 66.0 / 57.6 67.8 / 66.4 65.4 / 64.0
◦Part-A2 [12]† 1 73.6 / 70.3 66.9 / 63.8 77.1 / 76.5 68.5 / 68.0 75.2 / 66.9 66.2 / 58.6 68.6 / 67.4 66.1 / 64.9
◦PV-RCNN++ [11]† 1 74.8 / 71.0 68.4 / 64.9 78.8 / 78.2 70.3 / 69.7 76.7 / 67.2 68.5 / 59.7 69.0 / 67.6 66.5 / 65.2
◦CenterFormer [16] 1 75.4 / 73.0 71.2 / 69.0 75.2 / 74.7 70.2 / 69.7 78.6 / 73.0 73.6 / 68.3 72.3 / 71.3 69.8 / 68.8
◦FSD-SpConv [3] 1 79.6 / 77.4 72.9 / 70.8 79.2 / 78.8 70.5 / 70.1 82.6 / 77.3 73.9 / 69.1 77.1 / 76.0 74.4 / 73.3
•FlatFormer+FSD (Ours) 1 79.4 / 77.1 72.7 / 70.5 78.6 / 78.1 69.8 / 69.4 82.9 / 77.5 74.3 / 69.3 76.6 / 75.6 73.9 / 72.8

◦CenterFormer [16] 2 78.3 / 76.7 74.3 / 72.8 77.0 / 76.5 72.1 / 71.6 81.4 / 78.0 76.7 / 73.4 76.6 / 75.7 74.2 / 73.3
•FlatFormer+FSD (Ours) 2 81.4 / 79.9 75.2 / 73.8 79.9 / 79.4 71.4 / 71.0 84.6 / 81.5 76.9 / 73.9 79.8 / 78.8 77.3 / 76.4

◦CenterFormer [16] 4 78.5 / 77.0 74.7 / 73.2 78.1 / 77.6 73.4 / 72.9 81.7 / 78.6 77.2 / 74.2 75.6 / 74.8 73.4 / 72.6
◦MPPNet [1] 4 81.1 / 79.8 75.4 / 74.2 81.5 / 81.1 74.1 / 73.6 84.6 / 81.9 77.2 / 74.7 77.2 / 76.5 75.0 / 74.4
•FlatFormer+FSD (Ours) 3 82.2 / 80.7 76.2 / 74.8 80.8 / 80.3 72.5 / 72.1 85.0 / 82.1 77.7 / 74.8 80.7 / 79.8 78.3 / 77.4

Table A2. Full results of two-stage 3D detectors on Waymo Open Dataset (validation set). Markers ◦ and • refer to sparse convolutional
models and point cloud transformers, respectively. (†: from FSD paper)
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A.3. Visualization

(a) Equal-Size Grouping Visualization
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Low

(b) Attention Weight Visualization

Figure A1. (a): Visualization of equal-size grouping in FlatFormer for vehicles. Different colors represent distinct groups. (b): Visualization
of corresponding attention weights in FlatFormer for vehicles. Points on foreground objects have higher attention weights.

To further understand why FlatFormer works, we randomly choose eight local regions around vehicles and visualize
our equal-size grouping (Figure A1a) and corresponding attention weights (Figure A1b) of each region in each column. In
Figure A1a, we assign different colors to distinct groups. Groups with ≤ 15 points belonging to vehicles are colored gray. For
each colored group, we pick one query point on the vehicle, color it black and show the attention weight distribution between
the query point and all other points in the same group in Figure A1b. The colors represent the scale of attention weights, where
warmer colors indicate larger attention weights. We also visualize the ground truth bounding boxes in red.

As in Figure A1a, the groups are limited to a small spatial region within or around a vehicle. As such, our equal-size
grouping avoids interactions between each point and very faraway points. Moreover, Figure A1b shows that query points on
the vehicle are usually highly attended to nearby points on the same car, while faraway points have very small learned attention
weights. Such an observation can partially explain the effectiveness of FWA: even if equal-size grouping introduces some
outlier points in the background to each group (e.g., the second column), FlatFormer can still learn to reduce the importance of
these points and lay emphasis on important foreground points within each group.

A.4. Distance-Conditioned Vehicle Detection Performance

#Frames
Vehicle L1 mAPH Vehicle L2 mAPH

0-30m 30-50m 50m-inf Overall 0-30m 30-50m 50m-inf Overall

CenterPoint [14]1 1 91.0 72.5 50.2 74.2 90.1 66.6 39.1 66.2
SST-Center [2] 1 91.6 73.0 50.0 74.6 90.3 66.4 38.5 66.2

FlatFormer (Ours) 1 92.5 (+0.9) 75.3 (+2.3) 54.1 (+3.9) 77.1 (+2.5) 91.2 (+1.1) 68.8 (+2.2) 42.0 (+2.9) 68.6 (+2.4)

Table A3. Distance-conditioned vehicle detection performance among CenterPoint, SST-Center and FlatFormer on Waymo Open Dataset
(validation set). FlatFormer significantly boosts the performance of CenterPoint and SST-Center in long-range metrics. (1: from CenterPoint
authors)



Table A3 shows that FlatFormer significantly outperforms SST and CenterPoint in long-range perception. Compared with
SST-Center, our equal-size grouping ensure that each point is attended to a fixed number of points. Equal-window grouping in
SST, in contrast, creates groups with very few points in faraway regions, where the point cloud is much sparser. This difference
can partially explain our advantages on long-range metrics: SST almost degenerates to MLP/PointNet [8] in faraway regions,
providing limited capability in modeling distant objects.
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