FlatFormer: Flattened Window Attention for Efficient Point Cloud Transformer
— Supplementary Material —

A.1. Full Results of Single-Stage 3D Detectors on Waymo Open Dataset

Mean L1 Mean L2 Vehicle L1 ~ Vehicle L2  Pedestrian L1 Pedestrian L2  Cyclist L1 Cyclist L2

#Frames (mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH)

o CenterPoint [14]" 1 740/71.3  679/655 748/742 66.7/66.2 75.8169.7 68.3/62.6 71.3/70.2  68.7/67.6
o VoTr-SSD [7] 1 - - 69.0/684  60.2/59.7 - - - -

©SST [2]° 1 748/71.1 682/64.8 73.6/73.1 64.8/64.4 80.0/70.6 71.7/63.0 70.7/69.6  68.0/66.9
o SST-Center [2] 1 756/723  693/663  751/746  66.6/66.2 80.1/72.1 72.4/65.0 71.5/70.2  68.9/67.6
o VoxSet [4] 1 754/722 69.1/662 745/740 66.0/65.6 80.0/72.4 72.5/65.4 71.6/703  69.0/67.7
o PillarNet [9] 1 76.1/729 699/672 782/717 70.4/69.9 79.8/72.6 71.6/64.9 70.4/69.3  67.8/66.7
o FlatFormer (Ours) 1 76.1/734 69.7/672 715/77.1  69.0/68.6 79.6/73.0 7157653 71.3/70.1  68.6/67.5

759/742 70.1/68.4  757/752  67.7/67.2 78.3/74.6 71.0/67.5 73.8/729 < 71.5/70.5
77.3/758 71.5/70.0 79.6/79.1 71.6/71.1 82.1/78.8 7457714 704/69.6  68.3/67.5
789/773  727/71.2  79.1/78.6  70.8/70.3 81.6/78.2 73.8/70.5 76.1/75.1  73.6/72.6

o CenterPoint [14]"
o PillarNet [9]
e FlatFormer (Ours)

o CenterPoint [14]

o CenterPoint++ [15]"
© SST [2]°

o SST-Center [2]"

e FlatFormer (Ours)

79.1/71.6 73.0/71.6 7971792 T71.8/71.4 81.5/78.6 73.5/70.8 76.0/75.1  73.7/72.8
78.1/763  73.6/704  752/7477  66.5/66.1 83.2/79.2 76.2/72.3 76.0/75.1 73.6/72.8
79.0/77.0 728/71.2 77.0/764  68.8/68.2 82.7/78.5 75.8/71.8 71371760 74.4/73.3
79.6/78.0 73.5/720 79.7/79.2 71.4/71.0 82.0/76.1 7457713 71.27176.1  74.7/73.7

W LW LW W N

Table Al. Full results of single-stage 3D detectors on Waymo Open Dataset (validation set). Markers o and e refer to sparse convolutional
models and point cloud transformers, respectively. Methods with <60 L2 mAPH are marked . (": reproduced by us, ': from CenterPoint
authors, 2: from SST authors, *: from FSD paper)

A.2. Full Results of Two-Stage 3D Detectors on Waymo Open Dataset

Mean L1 Mean L2 Vehicle L1 ~ Vehicle L2  Pedestrian L1 Pedestrian L2  Cyclist L1 Cyclist L2

#Frames AP/APH) (mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH) (mAP/APH)
o LiDAR R-CNN [6]" 1 719/67.0 658/613 760/755 683/679  71.2/587  63.1/51.7  68.6/669 66.1/64.4
o PV-RCNN [10]° 1 734/69.6 668/633 775/769 69.0/684  750/656  66.0/57.6 67.8/664  654/64.0
oPart-A% [12]' 1 73.6/70.3 669/63.8 77.1/765 685/680 752/669  662/586 68.6/674 66.1/64.9
o PV-RCNN++ [117 1 748/71.0 68.4/649 78.8/782 703/69.7 767/672  685/59.7 69.0/67.6 66.5/652
o CenterFormer [16] 1 754/73.0  71.2/69.0 7527747 702/69.7 78.6/73.0  73.6/683  723/713  69.8/6838
o FSD-SpConv [3] 1 79.6/774 72.9/708 79.2/78.8 705/70.1  82.6/773  739/69.1  77.1/760 74.4/733
o FlatFormer+FSD (Ours) 1 794/77.1  72.7/705 78.6/78.1 69.8/69.4  829/71.5  743/693  76.6/756 T3.9/728
o CenterFormer [16] 2 783/76.7 743/728 77.0/765 72.1/71.6  814/780  76.7/734  76.6/757 T42/733
o FlatFormer+FSD (Ours) 2 81.4/799 752/73.8 79.9/794 714/71.0 84.6/81.5  769/73.9  798/788 77.3/764
o CenterFormer [16] 4 785/77.0 747/73.2 78.1/77.6 734/729  81.7/78.6  772/742  75.6/748 T3A4/T726
o MPPNet [1] 4 81.1/79.8 75.4/742 81.5/81.1 74.1/73.6 84.6/81.9  77.2/747  712/765 75.0/74.4
o FlatFormer+ESD (Ours) 3 822/807 76.2/74.8 80.8/80.3 725/72.1  850/82.1  77.7/748  80.7/79.8 783/77.4

Table A2. Full results of two-stage 3D detectors on Waymo Open Dataset (validation set). Markers o and e refer to sparse convolutional
models and point cloud transformers, respectively. (*: from FSD paper)



A.3. Visualization
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Figure Al. (a): Visualization of equal-size grouping in FlatFormer for vehicles. Different colors represent distinct groups. (b): Visualization
of corresponding attention weights in FlatFormer for vehicles. Points on foreground objects have higher attention weights.

To further understand why FlatFormer works, we randomly choose eight local regions around vehicles and visualize
our equal-size grouping (Figure Ala) and corresponding attention weights (Figure A 1b) of each region in each column. In
Figure Ala, we assign different colors to distinct groups. Groups with < 15 points belonging to vehicles are colored gray. For
each colored group, we pick one query point on the vehicle, color it black and show the attention weight distribution between
the query point and all other points in the same group in Figure A 1b. The colors represent the scale of attention weights, where
warmer colors indicate larger attention weights. We also visualize the ground truth bounding boxes in red.

As in Figure Ala, the groups are limited to a small spatial region within or around a vehicle. As such, our equal-size
grouping avoids interactions between each point and very faraway points. Moreover, Figure A1b shows that query points on
the vehicle are usually highly attended to nearby points on the same car, while faraway points have very small learned attention
weights. Such an observation can partially explain the effectiveness of FWA: even if equal-size grouping introduces some
outlier points in the background to each group (e.g., the second column), FlatFormer can still learn to reduce the importance of
these points and lay emphasis on important foreground points within each group.

A.4. Distance-Conditioned Vehicle Detection Performance

Vehicle L1 mAPH Vehicle L2 mAPH
#Frames
0-30m 30-50m  50m-inf  Overall 0-30m 30-50m  50m-inf  Overall
CenterPoint [14]l 1 91.0 72.5 50.2 74.2 90.1 66.6 39.1 66.2
SST-Center [2] 1 91.6 73.0 50.0 74.6 90.3 66.4 38.5 66.2
FlatFormer (Ours) 1 92.5 75.3 (+2.3) 54.1 (+3.9) 77.1 (+2.5) 91.2 68.8 (+2.2) 42.0 (+2.9) 68.6 (+2.4)

Table A3. Distance-conditioned vehicle detection performance among CenterPoint, SST-Center and FlatFormer on Waymo Open Dataset
(validation set). FlatFormer significantly boosts the performance of CenterPoint and SST-Center in long-range metrics. (': from CenterPoint
authors)



Table A3 shows that FlatFormer significantly outperforms SST and CenterPoint in long-range perception. Compared with
SST-Center, our equal-size grouping ensure that each point is attended to a fixed number of points. Equal-window grouping in
SST, in contrast, creates groups with very few points in faraway regions, where the point cloud is much sparser. This difference
can partially explain our advantages on long-range metrics: SST almost degenerates to MLP/PointNet [8] in faraway regions,
providing limited capability in modeling distant objects.
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