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This supplementary material contains two parts: 1). More details and examples of the proposed dataset gRefCOCO
(Appendix A); 2). More experimental results and implementation details (Appendix B).

A. More Details and Examples of the Proposed Dataset gRefCOCO
A.1. Dataset Partitioning

gRefCOCO follows the UNC splitting of RefCOCO [26] and have four non-overlapped sub-sets: train, val, testA, testB.
The train set is a superset of the train set of RefCOCO, with new images from the training set of MSCOCO added. Images
for validation and testing (val, testA and testB) are strictly identical with RefCOCO, to avoid the risk of data leakage.

A.2. Annotation Procedure and Tool
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Figure I. The screenshots of the developed annotation system used for building gRefCOCO.

Following ReferIt [11], the gRefCOCO is constructed in a game-like interactive manner, in which annotations and
validations are done alternatively by two players: one annotator and one validator. We developed a web-based annotation
system to facilitate the annotation and validation work. The system contains two parts: an annotation tool and a validation
tool. Screenshots are shown in Fig. I.
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Annotation. As shown in Fig. Ia, the annotation tool can randomly draw an image from the COCO dataset, load all object
masks of this image, and display them in the Image Box. The annotator is required to select a set of targets from the image
using the Instance Selector, and write the referring expression in the Input Panel. The annotator is allowed to check the
RefCOCO’s referring expressions of this image for reference if possible. Finally, after the annotator clicks the submit button,
the annotated sample will be automatically sent to the validation side.

As we mentioned in Sec. 3.2 in the main paper, our system can generate no-target expression suggestions by randomly
drawing expressions of other images in RefCOCO. Annotators can either write no-target expressions by themselves or select a
deceptive expression from the suggestions. All suggested expressions are drawn from the same split as the current annotating
split to avoid data leakage, e.g., if the annotator is annotating the train set of gRefCOCO, all suggestions will come from the
train set of RefCOCO.

Validation. Fig. Ib shows a screenshot of the validation tool. After the validation side receives a sample from the annotation
side, it displays the sample’s image and expression on the top of the page, then asks the validator to select and submit the
targets referred by this expression. The annotator’s selected targets will not be shown to the validator, so the validator needs
to find targets independently. After the validator submits their selection, the backend system compares the targets found
by the validator with the annotation submitted by the annotator. If they are identical, i.e., the validator and the annotator
independently selected the same targets, this sample is accepted as a valid gRefCOCO sample. Otherwise, this sample
will be sent to another validator for a second check. Then if the second validator still fails to target this sample, it will be
discarded. Validators can also directly reject samples that are inappropriate or do not meet the quality requirements. For
no-target samples, the validator also needs to do a submission without instance selection to confirm. They are also required
to reject no-target expressions that are totally irrelevant to the image.

A.3. More Examples of gRefCOCO

More samples of gRefCOCO are shown in Fig. III and Fig. II.

"the dog lying on left" "oranges in the bowl" "the guy standing in back" "blueberry box"

Figure II. Example no-target expressions of gRefCOCO.

B. More Experiments
B.1. Implementation Details

Our framework utilizes BERT-base-uncased [3] as language encoder. To achieve a fair comparison with previous works,
single-target model utilizes Swin-base [15] backbone with feature fusing following previous work [23]. Images are resized
to 480 × 480 before sending into the network. The BERT language model uses the default config of huggingface’s
implementation [21], and is frozen until the last two layers. The pixel decoder contains 5 Transformer decoder layers.
The channel numbers of all hidden layers in the prediction head are set to 256. AdamW optimizer with a weight decay of
0.01 is used to train the whole network. Learning rate is set to 1e-5 at the beginning, and is decreased by 10 times at 10,000-th
and 140,000-th iteration. The model is trained for 150,000 iterations with a batch size of 24 on four 32G V100 GPUs.

B.2. More Comparisons on Classic RES

In Tab. I, we report the comparison of our methods with more previous methods on classic RES. We achieve new state-
of-the-art performance on three RES datasets consistently. Even compared with methods trained with extra image-text data,



"People in blue vests" "standing suitcases" "horse on center and its rider"

"batter and catcher""people in black shirts"

"two birds on the most right"

"two men shaking hands"

"three white bowls to the right"

"cat and its reflection"

"two baby birds""chocolate cakes"

Figure III. Example multi-target expressions of gRefCOCO. Left: image; right: ground-truth.

e.g., CRIS [20] that adopts CLIP [19] trained on large-scale image-text datasets, our model still achieves better performance.

B.3. Fair Comparison of ReLA on Classic RES

To eliminate the influence of different visual/textual encoders, we compare our methods with other methods under the
same visual encoder and textual encoder. In Tab. II, besides LAVT [23] and VLT [5] that originally have the same backbone
as ours, we re-implement more classic RES methods: LTS [10] and EFN [6] using Swin-Base [15] as visual encoder and
BERT [3] as textual encoder. We test these methods on the classic RES to give a fair comparison. All methods, including
ours, are trained on the RefCOCO dataset only. As shown in Tab. II, all CNN-based methods get huge performance gains
with the stronger transformer-based backbones. Especially for EFN [6], a performance boost of 8% can be achieved after



Table I. Results on classic RES in terms of cIoU. U: UMD split. G: Google split.

Methods Visual
Encoder

Textual
Encoder

RefCOCO RefCOCO+ G-Ref
val test A test B val test A test B val(U) test(U) val(G)

DMN [18] DPN92 SRU 49.78 54.83 45.13 38.88 44.22 32.29 - - 36.76
RRN [13] Deeplab-101 LSTM 55.33 57.26 53.93 39.75 42.15 36.11 - - 36.45
MAttNet [25] Res101-mrcn LSTM 56.51 62.37 51.70 46.67 52.39 40.08 47.64 48.61 -
CMSA [24] Deeplab-101 None 58.32 60.61 55.09 43.76 47.60 37.89 - - 39.98
CAC [2] ResNet101 LSTM 58.90 61.77 53.81 - - - 46.37 46.95 44.32
STEP [1] Deeplab-101 LSTM 60.04 63.46 57.97 48.19 52.33 40.41 - - 46.40
BRINet [7] Deeplab-101 LSTM 60.98 62.99 59.21 48.17 52.32 42.11 - - 48.04
CMPC [8] Deeplab-101 LSTM 61.36 64.53 59.64 49.56 53.44 43.23 - - 39.98
LSCM [9] Deeplab-101 LSTM 61.47 64.99 59.55 49.34 53.12 43.50 - - 48.05
MCN [17] Darknet53 GRU 62.44 64.20 59.71 50.62 54.99 44.69 49.22 49.40 -
CMPC+ [14] Deeplab-101 LSTM 62.47 65.08 60.82 50.25 54.04 43.47 - - 49.89
EFN [6] ResNet101 GRU 62.76 65.69 59.67 51.50 55.24 43.01 - - 51.93
BUSNet [22] Deeplab-101 Self-Att 63.27 66.41 61.39 51.76 56.87 44.13 - - 50.56
CGAN [16] Deeplab-101 GRU 64.86 68.04 62.07 51.03 55.51 44.06 51.01 51.69 46.54
LTS [10] Darknet53 GRU 65.43 67.76 63.08 54.21 58.32 48.02 54.40 54.25 -
VLT [4] Darknet53 GRU 67.52 70.47 65.24 56.30 60.98 50.08 54.96 57.73 52.02
ReSTR [12] ViT-B Transformer 67.22 69.30 64.45 55.78 60.44 48.27 - - 54.48
CRIS [20] CLIP CLIP 70.47 73.18 66.10 62.27 68.08 53.68 59.87 60.36 -
LAVT [23] Swin-B BERT 72.73 75.82 68.79 62.14 68.38 55.10 61.24 62.09 60.50
VLT [5] Swin-B BERT 72.96 75.96 69.60 63.53 68.43 56.92 63.49 66.22 62.80
ReLA (ours) Swin-B BERT 73.82 76.48 70.18 66.04 71.02 57.65 65.00 65.97 62.70
ReLA (ours)mIoU Swin-B BERT 75.61 77.79 72.82 70.42 74.83 63.87 68.65 69.56 66.89

Table II. Fair comparison with other methods with the same visual/textual encoders on val set of RefCOCO. †: re-implementation with
Swin-B [15] & BERT [3].

Methods Pr@0.5 Pr@0.6 Pr@0.7 Pr@0.8 Pr@0.9 IoU mIoU
LTS† [10] 80.72 73.62 71.03 62.84 27.23 69.64 70.98
EFN† [6] 82.68 75.00 72.37 63.26 29.45 70.83 72.41
VLT† [5] 83.69 75.63 73.01 65.30 28.77 71.26 72.84
LAVT [23] 84.46 - 75.28 - 34.30 72.73 74.46
LAVT† [23] 84.69 76.82 75.82 66.58 34.56 72.63 74.74
ReLA (ours) 85.92 83.02 77.71 68.10 34.99 73.82 75.61

changing the backbone. Our method outperforms the previous state-of-the-art LAVT [23] by more than 1% IoU.

B.4. More Failure Cases and Analysis

Though our method outperforms other methods on GRES, some failure cases are worth noting. Figure IV shows more
failure cases of our model. Sample (a) and (b) uses hard and rare descriptions, e.g. “in front row” and “turned off”, to refer
to a set of targets. Such kind of expressions hardly appears in the single-target classic datasets. In image (c), two cups on
the left are very close, but one cup is on the plate while the other is not. This requires future works to have the ability to
distinguish such small details of objects. Sample (d) is a no-target sample. There does exist a lady pulling a suitcase, but the
suitcase color in the expression is wrong. This suggests that models need to pay more attention to details in both image and
the language expression.

Sample (e) is a case showing the challenging feature of GRES over RES. In this sample, the green frisbee is spatially
closer to the center kid but is held by another kid on the left. Two success cases are generated by our method trained only
on the RES dataset. It can be seen that the RES model successfully finds either of the target kids. However, in GRES, the
network is confused about the center kid. This is because, in classic RES, the network only needs to output the most possible
instance, so it does not need to care about the girl in the center. But in GRES, as the number of output instances is not
arbitrary, the network also needs to judge whether each instance should be outputted, even if it is not the most possible one.



"the center lady pulling a blue suitcase"

"guys in the front row" "monitors that are turned off"

"donut and cup on the left little plate"

"kids holding green frisbee"
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"kid holding green frisbee on right" "kid holding green frisbee on left"

Image Ground-Truth Failure Case (GRES model) Success Case (RES model) Success Case (RES model)

Figure IV. More failure cases of our method on the proposed dataset gRefCOCO.
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