Humans as Light Bulbs: 3D Human Reconstruction from Thermal Reflection

Supplementary Materials

A. Diversity of Reconstruction

Because we adopted an analysis-by-synthesis approach
by optimization in the latent space of generative models,
our system can generate multiple explanations of the ob-
servation by randomly sampling from the generative latent
space. In figure 1, we show an example of our system’s abil-
ity to generate multiple reasonable reconstructions to match
the observation — a thermal image. Note that across 4 dif-
ferent runs, our system converges to a similar solution at
the end of the optimization, while the reconstruction con-
tains diverse human poses and locations. This indicates the
under-constrained nature of the task we are solving.

B. Emissivity of Surfaces

Thermal reflexivity of a surface is a function of the emis-
sivity of the material, which spans 0 to 1. A surface with
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low emissivity (e.g. polished aluminum) behaves like a mir-
ror under LWIR, in which case almost all of the thermal ra-
diations captured by an LWIR camera are due to reflection.
On the opposite, a surface with high emissivity (e.g. human
skin) behaves like a black body, where most of the thermal
radiations captured by an LWIR camera are emitted from
the surface. An emissivity table of common materials can
be found in [3].

In this paper, we use bowls and mugs made of ceramics
(emissivity ~ 0.85) and stainless steel (emissivity ~ 0.7),
all purchased through a mainstream online store. Due to
lower emissivity, we observe that the thermal reflection is
much stronger with stainless steel than ceramics.
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Figure 1. Diversity of Reconstruction. We repeat the same optimization process multiple times with different randomly sampled latent
variables as initialization. While the synthesized reflection image is close to the observation, indicating the optimization is successful, the
reconstructed human exhibits diverse poses. This is consistent with the under-constrained nature of the problem we are studying.



C. Equipment

In all experiments, we use a FLIR Boson+ 640 thermal
camera core for data collection, which is a high sensitiv-
ity, uncooled camera with a spectral range of 8um - 14um.
The thermal sensitivity / NETD of the camera is 20mK. The
resolution is 640x512, with a 50° horizontal field of view.
More information about this camera can be found in [1].

The RGBD depth camera we used is an Intel RealSense
D415, which uses active stereo for depth estimation. We ap-
plied standard post-processing procedures provided by the
SDK software of the camera. More information about the
camera can be found in [2].

D. Algorithm Implementation Details
D.1. Object Reconstruction

We used pretrained DeepSDF auto-decoder models pub-
licly released by [6]. Optimization of objective function de-
fined in Eq. 7 is performed in the latent space of the auto-
decoder with a dimension of 64. For each object present in
the scene, we optimize its embedding z,;; with an AdamW
optimizer [8] (learning rate = 0.0005), its translation Ty,
with an Adam optimizer [7] (learning rate = 0.005), its rota-
tion ¢op; represented as a quaternions, with an Adam opti-
mizer (learning rate = 0.05), and its scale s3; with an Adam
optimizer (learning rate = 0.01).

D.2. Human Reconstruction

For simplicity and ray-tracing efficiency, we used SMPL
provided in the SMPL-X repository with ~ 4000 fewer tri-
angles and vertices [10]. Optimization is performed in the
input space of the VPoser provided in SMPL-X, with a di-
mension of 32. We optimize the rotation ¢;,, translation T'y,,
pose vector zj, jointly with an Adam optimizer with a learn-
ing rate of 0.1. We perform 1200 steps of optimization on
an NVIDIA RTX A6000 GPU with gradient updates every
8 steps (gradient accumulation).

D.3. Differentiable Rendering of Reflections

To calculate the intersection point between a ray and the
surface of an SDF, we perform 3 steps of sphere tracing [5].
We calculate the distance matrix D — distance between each
incoming ray r; and triangle ¢;, using the PyTorch library
[9]. A ray-triangle intersection matrix A is calculated with
the Trimesh library [4]. We sample 400 pixels (rays) from
each object present in the scene for optimization.
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