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In this supplementary material, we show more visual comparisons on the test scenes with and without ground-truth (GT),
respectively. We compare our Joint-HDRDN method with state-of-the-art deep learning based HDR image reconstruction
methods, including DeepHDR [3], NHDRRNet [5], AHDRNet [4] and HDRTransformer [1]. All the test data are captured
by mobile phones in real-world scenes, covering various lighting conditions and noise levels. The test data with GT are
acquired under controlled motion, including global motion and subject motion, while the test data without GT are captured
by hand-held mobile phones in practical scenarios, including walking pedestrian and moving vehicles. All the following
results are visualized by a simple ISP followed by the Reinhard [2] tone-mapping operator.

1. Visual comparisons on test scenes with ground-truth

Figs. 1 5 show the visual comparisons on test scenes with GT. As shown in Fig. 1 and Fig. 4, for the scenes where
the reference images have over-exposed regions, the competing other methods are susceptible to ghosting artifacts. This is
because these methods lack modules for feature alignment, and hence they are prone to introducing unaligned contents from
the under-exposed frames. For the dark scenes corrupted by severe noise, as shown in Fig. 2, Fig. 3 (patches highlighted in
red box) and Fig. 5, our Joint-HDRDN method restores more details than other methods and generates less noisy artifacts.
This is because our pyramid cross-attention modules can better aggregate the correlated features from other frames.

2. Visual comparisons on test scenes without ground-truth

Figs. 6 9 show the visual comparisons on test scenes without GT. Similar conclusions to the above section can be made.
In addition, the test data without GT can more faithfully reflect the real motion between different frames. The models trained
on our Mobile-HDR dataset captured under controlled motion perform well on these real-world scenes, demonstrating the
effectiveness of our collected LDR-HDR paired dataset.
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Figure 1. Visual comparison on test Scene A with GT.
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Figure 2. Visual comparison on test Scene B with GT.
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Figure 3. Visual comparison on test Scene C with GT.
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Figure 4. Visual comparison on test Scene D with GT.
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Figure 5. Visual comparison on test Scene E with GT.
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Figure 6. Visual comparison on test Scene A without GT.
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Figure 7. Visual comparison on test Scene B without GT.
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Figure 8. Visual comparison on test Scene C without GT.
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Figure 9. Visual comparison on test Scene D without GT.
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