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1. Results on ResNet101
In this part, we replace the visual backbone of PSVMA with ResNet101, and compare it with other ResNet101-based

methods [4, 5, 7–9] under the setting of input size 224 × 224. Since the feature map size varies between different layers of
ResNet101, we only deploy the DSVTM in the final visual layer (i.e., Z = 1) to establish visual-semantic mutual adaption.
As shown in Tab. 4, our PSVMA outperforms the best previous method by respectively 0.6%, 2.3%, and 3.0% on CUB,
SUN, and AwA2 datasets, respectively. The SOTA performance on different backbones (ViT and ResNet101) demonstrates
the effectiveness and generalization of our PSVMA.

Table 4. Results of GZSL on three public benchmarks using ResNet101 backbone with the input size 224× 224. The best and second-best
results are marked in red and blue, respectively.

Methods CUB SUN AwA2
U S H U S H U S H

PREN [9] 32.5 55.8 43.1 35.4 27.2 30.8 32.4 88.6 47.4
LFGAA [5] 43.4 79.6 56.2 20.8 34.9 26.1 50.0 90.3 64.4
AREN [7] 63.2 69.0 66.0 40.3 32.3 35.9 54.7 79.1 64.7
DAZLE [4] 56.7 59.6 58.1 52.3 24.3 33.2 60.3 75.7 67.1
APN [8] 65.3 69.3 67.2 41.9 34.0 37.6 56.5 78.0 65.5
PSVMA (Ours) 66.2 69.4 67.8 47.0 34.6 39.9 62.8 79.5 70.1

2. Conventional ZSL Results

Table 5. Results of conventional ZSL. The best and second-best results are marked in red and blue, respectively.

Methods CUB SUN AwA2
AREN [7] 71.8 60.0 67.9
APN [8] 72.0 61.6 68.4
GEM-ZSL [6] 77.8 62.8 67.3
TransZero [1] 76.8 65.6 70.1
MSDN [2] 76.1 65.8 70.1
DUET [3] 72.3 64.4 69.9
PSVMA (Ours) 78.2 72.4 77.8

*Corresponding author

1



Table 6. Effect of detailed components in ACA and PMA.

IASA ACA SRIA PMA CUB AwA2
communication activation mixing activation U S H U S H

✓ 63.5 71.11 67.1 63.2 75.6 69.3
✓ ✓ 68.3 69.8 69.1 64.0 77.1 69.9
✓ ✓ 68.1 68.9 68.5 63.3 76.7 69.4
✓ ✓ ✓ 70.0 70.0 70.0 65.0 77.3 70.6

✓ ✓ ✓ ✓ 70.0 72.8 71.3 71.1 78.1 74.5
✓ ✓ ✓ ✓ ✓ 70.4 74.9 72.6 72.0 78.4 75.1
✓ ✓ ✓ ✓ ✓ 70.4 73.0 71.7 71.6 78.7 75.0
✓ ✓ ✓ ✓ ✓ ✓ 70.1 77.8 73.8 73.6 77.3 75.4

Table 7. Effect of Nh on CUB and AwA2 datasets.

Nh
CUB AwA2

U S H U S H

392 68.3 77.7 72.7 70.5 77.1 73.7
512 70.1 77.8 73.8 73.6 77.3 75.4
588 69.4 76.9 72.9 68.8 78.8 74.0
1024 68.5 77.1 72.6 67.8 79.4 73.1

We provide the comparison results with recent methods under the conventional ZSL setting in Tab. 5. The top-1 accuracy of
unseen classes is used as the evaluation metric. Our PSVMA achieves the best accuracy of 78.2%, 72.4%, and 77.8% on CUB,
SUN and AwA2 datasets, respectively. This shows that PSVMA distills the transferable and discriminative representations
for distinguishing unseen classes.

3. Additional Ablations
Effect of detailed components in ACA and PMA. We further evaluate the components in ACA and PMA, i.e., attribute
communication and activation, and the patch mixing and activation, respectively. The results are shown Tab. 6. We see that
the ACA benefits from the communication and activation operations with the H gains of 1.3% and 0.4% on CUB, and 0.6%
and 0.5% on AwA2, respectively. When both communication and activation operations are used simultaneously in ACA, our
method achieves better results. Similarly, both patch mixing and activation operations in the PMA improve the recognition
performance of the model.
Effect of Nh in PMA. Nh is the dimension of expanded patches in expansion layer fe(·) that enlarges the length of visual
patches from Nv . Here, we analyze the effectiveness of Nh as shown in Tab. 7. When Nh = 512, the best performance is
obtained. This proves that the large expansion dimension prevents valid information from being filtered out by subsequent fil-
tering layers. Nevertheless, a larger expansion dimension can introduce information redundancy and hamper the performance
of recognition. Thus, we set Nh = 512 for the best results.

4. The progressive learning process.
Our PSVMA applies progressive learning to achieve accurate visual-semantic interaction and produce the unambiguous

visual representation, which helps to improve the transferability for GZSL. In addition to the illustration in Fig. 2, here, we
provide pseudocode (see Algorithm 1) to further explain progressive learning process for PSVMA.



Algorithm 1 Proposed PSVMA Method

Input : F l, S,A
Output : Predicted labels ỹ
while l ≤ L do

while r ≤ R do
Sl,r ← IMSE(S, F l) // instance-centric prototypes

end while
F̂ l ← SMID(Sl,R, F l) // unambiguous visual representations
if l ̸= L then

F l+1 = Layerl+1(F̂
l) // Layer is the layer of ViT backbone

end if
end while
ỹ← eqn (13,14,18) // using F̂L, A
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