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1. Dataset Preparation

In this section, we provide more details about the train-
ing data. For GNN and axis selection network, we select
20 categories from the PartNet-Mobility dataset and split
the dataset into train and test set by 8:2. For training, we
randomly move the mobile parts according to their corre-
sponding ground-truth motion attributes, resulting in a large
number of motion variations.

For ANCSH network, we select 5 categories, including
refrigerator, dishwasher, table, door_set and scissors from
PartNet-Mobility dataset. We use the same train and test
sets as described above for training and testing. Since
ANCSH requires each category shares the same kinematic
chain, we filter out unqualified objects according to their
part definitions. Table 1 shows the part definitions of each
category, and the number of train and test instances. We use
the ground-truth articulation information and object geom-
etry of PartNet-Mobility dataset, and follow the rendering
pipeline of [3] to generate train and test data. Specifically,
each instance is rendered under 30 different camera views
and 31 joints, resulting in a total of 930 depth images for
each instance. We also filter out the depth images where
some parts are completely occluded. For our semi-weakly
supervised setting, we use a threshold to automatically fil-
ter out those samples with poor prediction quality, the num-
ber of instances of each category that is finally retained are
shown in Table 1 (denoted as Augmentation). We see that
the number of train sets has been greatly increased due to
the addition of PartNet dataset, and thus lead to the signifi-
cant performance boosts of ANCSH.

2. Details of Axis Selection Network

The axis selection network is shown in Figure 1, which
consists of a DGCNN encoder and a fully connected layer.
The DGCNN encoder of the axis selection network is illus-
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Category | PartO Partl Part2 Train Test Augmentation

Left/Upper Right/Lower

refrigerator| Base 22 3 67
door door
dishwasher | Base Door - 34 5 91
table Base Drawer - 25 5 90
door_set | Base Door - 8 3 7
scissors |Handle Handle - 37 6 62

Table 1. Details about the number of samples per class.
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Figure 1. The input to the network includes the original point
clouds and the transformed point clouds after applying the can-
didate motion, associated with point-wise one-hot label indicating
whether the point belongs to the mobile or reference part. The out-
put is a feasibility score for the relative motion.

trated in Figure 2, which is mainly composed of the Edge-
Conv [6] module. The Fully Connected Layer of the axis
selection network is illustrated in Figure 3, which is com-
posed of the Linear layer, BatchNorm [ 1] and Dropout [5]
modules.

3. Implementation details

We implement our method with the PyTorch [4] frame-
work. We train our graph neural network for 400 epochs
with learning rate le-4. We train the axis selection network
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Figure 2. DGCNN encoder used in axis selection network
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Figure 3. Fully connected layer used in axis selection network
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for 2000 epochs with learning rate 3e-4. Both network are
trained using the Adam [2] optimizer. For semi-weakly su-
pervised learning, we use the code from [3], and use the
same default hyperparameters for different setting.

To train the axis selection network, we use the ground-
truth motion parameters and sample the motion amount ac-
cording to the ground-truth motion limit to generate positive
transformed point clouds. We sample a random edge of the
movable part’s OBB that is different from the GT axis for
negative examples generation. We show some positive and
negative transformed point clouds in Figure 4. Note that,
for PR type joint (such as the bottle in the second row), we
found that it is better to set the rotation angle to 60~90°
to generate the transformed point clouds which make the
difference between the original point clouds and the trans-
formed point clouds larger, making it easier for the network
to distinguish.

Testing. For testing, we use the candidate motion param-
eters to transform the point clouds. However, there is no
ground-truth motion limit for test data, we heuristically set a
motion amount list for different joints, as shown in Table 2.
For each candidate motion parameter, we traverse the corre-
sponding motion amount list and use the motion amount to
transform the point clouds, and the feasibility score of the
motion parameter is the average of feasibility score of all
the motion amount.

4. More Qualitative Results

Figure 5 shows more comparison results on pre-
segmented shapes. We see that OBB_fine always predict
high quality motion parameters compare to other method,
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Figure 4. Example of positive and negative transformed point
clouds for training axis selection network.



joint ‘ motion amounts

P -0.38, -0.27, -0.16, 0.16, 0.27, 0.38
R -80°, -60°, -45°, -30°, 30°, 45°, 60°, 80°
PR |(-0.02, 60°), (-0.02, 60°), (0.02, 90°), (0.02, 90°)

Table 2. Motion amount list for different types of joints. P, R and
PR represent the prismatic, revolute and both joints.

which demonstrates that the fine characterization of the mo-
tion type and the OBB priors can help to refine the mo-
tion parameters. Figure 6 shows some pseudo labels pre-
dicted by our method on PartNet. The first and third row
are the input point clouds with fine-grained segmentation,
and the second and last row are the merge segmentation and
motion parameters predicted by our method. Our method
correctly merge scattered parts into one movable part and
predict reasonable motion parameters, which can be used
to boost the performance of previous method designed for
kinematic motion prediction.
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(a) GNN_coarse (b) GNN_fine (c) OBB_coarse (d) OBB_fine (e) Ground Truth

Figure 5. Visual comparison of results obtained by GNN_coarse, GNN_fine, OBB_coarse and OBB_fine on pre-segmented point clouds.
OBB._fine always predict high quality motion parameters compare to other method owing to the fine characterization of the motion type
and the use of OBB priors and introduction of the interaction region.
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Figure 6. Pseudo labels predicted by our method on PartNet. The first and third column are the input point clouds with fine-grained
segmentation, and the second and last column are the merge segmentation and motion parameters predicted by our method
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