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Abstract

Our supplementary material accompanies the main pa-
per and is organized as follows. Firstly, it contains detailed
mathematical derivations of the proposed loss function and
the covariance of the mixture of Gaussian. Secondly, de-
tails related to our neural network design and likelihood
computation are presented to understand our implementa-
tion better. Next, more ablation studies are presented. Fi-
nally, visualization of our learned covariance and qualita-
tive SIDP results on several benchmark datasets are pre-
sented for completeness.

1. Derivations
We present the detailed derivations for the negative log

likelihood, and the covariance matrix for the mixture of
Gaussian distributions.

1.1. Low-Rank Negative Log Likelihood

We start with the standard multivariate Gaussian dis-
tribution with mean µθ(I) ∈ RN×1 and covariance
Σθ(I, I) ∈ RN×N :

Φ(Z|θ, I) = N
(
µθ(I),Σθ(I, I)

)
. (1)

The log probability density function is:

log Φ(Z|θ, I) = −N

2
log 2π − 1

2
log det(Σθ(I, I))−

1

2
(Z − µθ)

T (Σθ(I, I))
−1(Z − µθ).

(2)

We make the low-rank assumption:

Σθ(I, I) = Ψθ(I)Ψθ(I)
T + σ2eye(N) (3)

where Ψθ(I) ∈ RN×M and M ≪ N , to ease the comput-
ing of the determinant and the inversion term.
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Determinant: We follow the matrix determinant lemma
[6] to simplify the computation of the determinant term
in Eq.(2). The determinant of the matrix Ψθ(I)Ψθ(I)

T +
σ2eye(N) ∈ RN×N is computed by

det(Ψθ(I)Ψθ(I)
T + σ2eye(N))

=det(σ2eye(N)) det(eye(M) + ΨT
θ (σ

−2eye(N))Ψθ)

=σ2N det(eye(M) + σ−2ΨT
θ (I)Ψθ(I))

(4)

The complexity of time and space for computing the deter-
minant of the matrix eye(M)+σ−2ΨT

θ (I)Ψθ(I) ∈ RM×M

is O(M3) [8].
Inversion: Then we use the matrix inversion lemma [6]
to ease the computation of the inversion of the matrix
Ψθ(I)Ψθ(I)

T + σ2eye(N) ∈ RN×N :

(Ψθ(I)Ψθ(I)
T + σ2eye(N))−1

=− (σ2eye(N))−1Ψθ(eye(M) + σ−2ΨT
θ Ψθ)

−1

ΨT
θ (σ

2eye(N))−1 + (σ2eye(N))−1

=σ−2eye(N)− σ−4Ψθ(eye(M) + σ−2ΨT
θ Ψθ)

−1ΨT
θ

(5)

Again, computing the inversion of the term eye(M) +
σ−2ΨT

θ Ψθ ∈ RM×M requires time and space complexity
O(M3).
Total: We put the Eq.(4) and Eq.(5) into Eq.(2), then we
can easily obtain:

log Φ(Z|θ, I) = −N

2
log 2πσ2 − 1

2
log det(A)−

σ−2

2
rT r+

σ−4

2
rTΨθ(I)A

−1Ψθ(I)
T r

(6)

where, r = Z − µθ(I), and A = σ−2Ψθ(I)
TΨθ(I) +

eye(M).



(a)

Refine Refine

...

...

...
Conv

L-ReLU

Conv Conv

Cat

New New 

Conv

IN

Cat

Upsampled

L-ReLU

Conv

New 

Conv

Add

Upsample

(b) (c)

Figure 1. (a) The architecture of the U-decoder. (b) The detailed structure of the refine module. (c) The detailed structure of the fusion
module. We use L-ReLU to represent the LeakyReLU operation, and IN to represent the instance normalization layer.

1.2. Covariance of Mixture of Gaussian

We present the covariance matrix of the mixture of Gaus-
sian distributions:

Φ(Z|I,D) =
1

S

∑
s

Φ(Z|θs, I) (7)

where Φ(Z|θs, I) is the probability density function for a
single Gaussian distribution. By the law of total variance
[11], we obtain:

Var(Z) =E[Var(Z|s)] + Var(E[Z|s])

=
1

S

∑
s

(Ψ(s)Ψ(s)T + σ2eye(M))

+
1

S

∑
s

(u(s) − µ̄)(u(s) − µ̄)T

=σ2eye(N) +
∑
s

1√
S
Ψ(s) 1√

S
Ψ(s)T

+
∑
s

1√
S
(u(s) − µ̄)

1√
S
(u(s) − µ̄)T

(8)

By constructing the following matrix:

Ψ̄ =
1√
S
concat(Ψ(1), . . . ,Ψ(S),µ(1)−µ̄, . . . ,µ(S)−µ̄),

(9)
the covariance matrix can be written as Ψ̄Ψ̄T + σ2eye(N),
which shares the same form as Eq.(3).

2. Implementation Details
In this section, we present the details for the network

architecture design and the likelihood computation.

2.1. Network Architecture

We introduce the details about the network architecture.
The network is comprised of (a) encoder, (b) U-decoder,

and (c) K-decoder. In general, we set the kernel size of the
convolution layers to be 3 unless otherwise stated.

(a) Encoder. We adopt the standard Swin-Large [5] as our
encoder. More specifically, the patch size is 4, the window
size is 12, and the embedding dim is 192. The numbers
of feature channels in four stages are 192, 384, 768, 1536,
respectively. And there are 2, 2, 18, 2 blocks in the four
stages, respectively. We collect the output feature map from
the last block in each stage into F = {F1,F2,F3,F4},
where F1 has 192 channels and stride 4, F2 has 384 chan-
nels and stride 8, F3 has 768 channels and stride 16, F4 has
1536 channels and stride 32.

(b) U-Decoder. The input to the U-decoder is F =
{Fi}4i=1. From the input, the U-decoder will predict a set
of depth maps {µi

θ}4i=1. The network architecture of U-
decoder is shown in Fig.1 (a). We start with F4, which has
1536 channels and stride 32. We first predict the µ4

θ though
a convolution layer, which has 1536 input channels and 128
output channels. We utilize a refine module to refine the F4

and µ4
θ. The refine module is shown in Fig. 1 (b). Then we

upsample the F4 via bi-linear interpolation. The upsampled
F4 will be concatenated with the F3 from the encoder. Then
we adopt a fusion module to fuse the information from the
F3 and the upsampled F4. The fusion module is shown in
Fig. 1 (c). The fused F3 has 512 channels and stride 16.
We upsample the µ4

θ to µ3
θ via bi-linear interpolation. Sim-

ilar to the above procedures, the F3 will be refined with µ3
θ,

and then upsampled and fused with F2 from the encoder.
The fused F2 has 256 channels and stride 8. The µ3

θ is
also upsampled to µ2

θ via bi-linear interpolation. With the
same operations, we can further obtain the F1, which has
64 channels and stride 4. And we can also obtain µ1

θ. Now
µ1

θ, µ2
θ, µ3

θ, µ4
θ all have 128 channels. We upsample them

to stride 1 via bi-linear operation, and compress the number
of channels to 1 via a convolution layer.

(c) K-Decoder. The K-decoder aims to predict the Ψθ. The
input to the K-decoder is F = {Fi}4i=1. The architecture
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Figure 2. Visualization of Covariance. Top: test image. Bottom:
covariance with respect to the pixel which is marked as a green
cross. The yellow and light regions have higher covariance than
the blue and dark ones.

of K-decoder is similar to U-decoder, except for there is no
depth map predictions and refine modules. More specifi-
cally, we first upsample F4 via bi-linear interpolation, then
fuse with the F3 though the fusion module. The fusion
module is the same as the one in the U-decoder. The fused
F3 has 512 channels and stride 16. Similar to the above pro-
cedures, we can further obtain the fused F2 and the fused
F1. The fused F2 has 256 channels, and the fused F1 has
128 channels. We predict Ψθ from F1 by a convolution
layer that has 128 input channels and 128 output channels.

2.2. Likelihood Computation

We provide the pseudo code to compute the log likeli-
hood in Algorithm 1.

Algorithm 1 Log Likelihood Computation
Input: µθ(I) ∈ RN×1, Ψθ(I) ∈ RN×M , σ ∈ R+,
and Zgt ∈ RN×1

Output: log Φ(Zgt|θ, I)
1: r = Zgt − µθ(I)
2: p = Ψθ(I)

T r
3: A = σ−2Ψθ(I)

TΨθ(I) + eye(M)
4: LLT = cholesky(A)
5: q = L\p ▷ Or: q = inv(L) ∗ p
6: Return −N

2 log 2πσ2 −
∑

i logLii − σ−2

2 rT r +
σ−4

2 qTq

3. More Ablations
In this section, we provide more ablation studies.

3.1. Comparison with Deep Evidential Regression

We compare with the Deep Evidential Regression [1] on
NYU Depth V2 test set [9] and KITTI Eigen split [3]. We
present the experimental results in Tab. 1. Our approach

achieves better depth prediction accuracy and uncertainty
estimation.

Dataset Loss SILog ↓ NLL ↓ RMS ↓ δ1 ↑

NYU DER 9.253 0.118 0.330 0.927
Ours 8.323 -1.342 0.311 0.933

KITTI DER 7.500 1.072 0.225 0.971
Ours 6.757 -0.222 0.202 0.976

Table 1. Comparison with Deep Evidential Regression (DER).

3.2. FPS with K-Decoder

In general K-Decoder is used only at train time. The
K-Decoder can be abandoned at test time for SIDP if un-
certainty information is not required. For completeness, we
present the FPS information at test time in Tab. 2.

K-Decoder SI Log ↓ FPS
w/o 8.323 9.909
w/ 8.323 8.445

Table 2. SI Log error and corresponding FPS on NYU Dataset.

4. Visualization of Learned Covariance

To understand the covariance learned by the proposed
negative log likelihood loss function, we visualize the co-
variance for selected pixels. More specifically, for each im-
age we select a pixel (marked as a green cross), and visu-
alize the covariance between the pixel and all other pixels.
The results are shown in Fig. 2. We observe that the pixels
from nearby regions or the same objects usually have higher
covariance.

5. Qualitative Results

We provide more qualitative results on NYU Depth V2
[9], KITTI Eigen split [3,4] and SUN RGB-D [10] in Fig. 3,
Fig. 4, Fig. 5, respectively. The depth prediction from our
method contains more details about the scenes, especially
in NYU Depth V2 and SUN RGB-D.
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Figure 3. Qualitative Comparison on NYU Depth V2 test set [9]. Our method recovers better depth even for complex scenes than the
prior art such as (b) DPT [7], (c) AdaBins [2], (d) NeWCRFs [12].
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Figure 4. Qualitative comparison on KITTI Eigen split [3]. For each column, from top to bottom we present the input image, the
prediction from DPT [7], AdaBins [2], NeWCRFs [12], and our framework respectively.
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Figure 5. Qualitative Comparison on SUN RGB-D [10]. All the methods are trained on NYU Depth V2 [9] without fine-tuning on SUN
RGB-D. Our method generalizes better on unseen scenes than (b) AdaBins [2] and (c) NeWCRFs [12].
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