
Supplementary Material for
Camouflaged Instance Segmentation via Explicit De-camouflaging

In the supplementary material, we first provide more de-
tails and experiments about fusion layer and reference at-
tention mechanism. Then, we provide more visualization
of Fourier spectrum and instance segmentation predictions.

1. Additional details

Here, we provide more details about fusion layer in the
pixel-level camouflage decoupling module. Then we de-
scribe the additional components of reference attention in
the instance-level camouflage suppression module and con-
duct additional experiments.

1.1. Fusion Layer

To acquire fine-grained target information for more ac-
curate segmentation, we use multi-scale features {Fi}5i=2

from different stage of the backbone, and generally they
have strides of {2i}5i=2 pixels with respect to input image
x. To reduce the computational cost, we feed the last three
feature maps (F3,F4,F5) to the difference attention mech-
anism to obtain de-camouflaged pixel features Fd
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respectively. In the fusion layer, following FPN [3], we
gradually upsample the features in a top-down pathway
from lowest-resolution features, meanwhile aggregate fea-
tures with the same resolution by lateral connections, as
shown in Figure 1. In this way, we can fusion the hierar-
chical features (Fd
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3 and F2) to generate the high-

resolution pixel-level features E at 1/4 scale of input image,
which is used for final mask prediction.

1.2. Reference Attention Mechanism

Despite the effectiveness of the reference attention
mechanism, employing it only once is not enough to
learn instance prototypes well. As shown in Figure 2, in
our approach, we equip the reference attention with self-
attention [6] and feed-forward network (FFN) to form a de-
coder layer, and stack multiple layers to implement con-
tinuous interactions between instance prototypes and pixel
features.

To explore effect of the number of decoder layers
T , we conduct experiments using DCNet (ResNet-50 [2]
backbone) with different number of decoder layers on
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Figure 1. Illustration of the fusion layer, where g is camouflaged
characteristics and E is the generated high-resolution pixel-level
features.
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Figure 2. Illustration of the decoder layers, which contain the pro-
posed reference attention mechanism, where P̃ is updated instance
prototypes.

Table 1. Comparisons of performance with different number of de-
coder layers on COD10K [1] and NC4K [5] in terms of AP metric.

T COD10K NC4K Params(M)
1 - - 45.1
3 35.2 40.6 48.4
6 45.3 52.8 53.4
9 45.5 52.3 58.3

COD10K [1] and NC4K [5] in terms of AP metric. As
shown in Table 1, when T = 1, the network cannot con-
verge. When T = 3, the performance drops much com-
pared to case when T = 6 due to insufficient interactions.
When T = 9, the best performance on COD10K is achieved
by a slight improvement (i.e., 0.2%), however, with large in-
crease of parameters (i.e., 4.9M). Thus, we choose T = 6,
considering the trade-off of performance and the computa-
tional cost.
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2. Additional Visualization
In this section, we show the reconstructed image of

amplitude and phase from Fourier spectrum, respectively.
Then we represent more instance segmentation results of
our DCNet.

2.1. Fourier Spectrum

As shown in Figure 3, we show some camouflage images
and corresponding images reconstructed by amplitude and
phase. In fact, the types of camouflage scenes are limited,
such as sand, jungle, lawn, etc., and the texture or patterns
of these scenes are relatively monotonous. Therefore, the
low-level statistical information involved in the amplitude
can well represent the camouflage characteristics. On the
contrary, although phase images contain semantic informa-
tion, they also have abundant pixel-level noise (in the back-
ground area), which is not conducive to de-camouflaging.

2.2. Instance Segmentation Prediction

We visualize several instance segmentation predictions
of our DCNet model with Swin-S [4] backbone in Figure 4.
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Figure 3. Visualization of the amplitude images and phase images.
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Figure 4. Visualization of DCNet with Swin-S [4] backbone, where different colors refer to different instances.
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