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1. Additional Results
Due to the nature of being a plug-and-play module, our

proposed GAP can be readily used with any Temporal Ac-
tion Detection (TAD) frameworks like [6–10] irrespective
of the supervision setting.

1.1. GAP in Semi-Supervised Setting

We integrate the proposed GAP to state-of-the-art semi-
supervised TAD approaches. In this experiment, we test on
10% unlabeled data setting on ActivityNet dataset using two
representative semi-supervised approaches: SSTAP [12],
and SPOT [8]. Since SPOT [8] has 2-stage training (pre-
training then finetune), we use GAP once in pre-training
and once during inference. It is to be noted that since When
GAP is used for unsupervised pre-training, we apply the
modulation on the pseudo-ground truth. From the results in
Table 1 it is evident that GAP indeed brings improvement of
0.2∼0.4 % in avg mAP when used during inference. This
indicates that in case of few-labeled data, the detection is
inferior which can be improved to some extent using GAP.
When used during training in SPOT [8], it shows further
improved performance of 0.7% indicating that quantization
error can be curbed during pre-training time.

Table 1. Effect of our GAP on semi-supervised methods on Activ-
ityNet dataset using 10% labeled data setting.

mAPMethod 0.5 0.75 0.95 Avg
SSTAP [12] 40.7 29.6 9.0 28.2
SSTAP [12] + GAP 41.5 30.2 9.1 28.6
SPOT [8] 49.9 31.1 8.3 32.1

Training
52.8 31.6 8.8 32.8

Inference
SPOT [8] + GAP

52.3 31.4 8.5 32.3

1.2. GAP in Weakly-Supervised Setting

We evaluate the effect of our GAP with top perform-
ing weakly-supervised TAD methods including popular ap-

proaches like DELU [1], CoLA [13] and ASL [5]. This test
is done on THUMOS14 dataset. Similar to supervised TAD
approaches, as shown in Table 2 weakly-supervised meth-
ods greatly benefit from GAP during post-processing.

Table 2. Effect of our GAP on weakly-supervised methods on
THUMOS dataset.

mAPModel 0.3 0.4 0.5 0.6 0.7 Avg
ASL [5] 51.8 - 31.1 - 11.4 32.2
ASL [5] + GAP 53.0 - 31.7 - 11.5 32.4
CoLA [13] 51.5 41.9 32.2 22.0 13.1 40.9
CoLA [13] + GAP 51.8 42.2 32.4 22.2 13.2 41.0
TS-PCA [4] 52.4 43.5 34.6 23.7 12.6 -
TS-PCA [4] + GAP 52.9 44.0 34.9 24.0 12.8 -
CO2-Net [3] 54.5 45.7 38.3 26.4 13.4 -
CO2-Net [3] + GAP 54.9 46.0 38.8 27.1 14.0 -
ASM-Loc [2] 57.1 46.8 36.6 25.2 13.4 45.1
ASM-Loc [2] + GAP 58.1 47.5 37.1 25.6 13.8 45.5
DELU [1] 56.5 47.7 40.5 27.2 15.3 46.4
DELU [1] + GAP 57.0 48.1 40.9 27.6 15.5 46.6

1.3. GAP in Few-Shot Setting

Our GAP can also be used in few-shot temporal action
detection approaches. For this experiment, we evaluate our
GAP using a recent few-shot TAD approach QAT [10]. We
report 1/5-shot experiment result on ActivityNet. From Ta-
ble 3, it is evident that GAP brings largest avg mAP im-
provement of 0.6% in 1-shot setting, indicating that the
quantization error is high when there are very few labeled
samples. This error reduces as we increase the number of
shots, as expected.

1.4. GAP in Zero-Shot Setting

Similar to few-shot approaches, we can use GAP in
zero-shot TAD setting. We consider a very recent zero-
shot method STALE [9] and a 2-stage baseline (similar
to Baseline-I in [9]) on a challenging 50% seen data split
on Activitynet dataset. Since the 2-stage baseline includes
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Table 3. Effect of our GAP on few-shot action detection methods
on ActivityNet dataset in 1-way multi-instance setting.

mAPShot Models 0.5 0.7 0.9 Avg
QAT [10] 44.9 29.2 11.2 25.9

1
QAT [10] + GAP 45.8 30.0 11.8 26.5
QAT [10] 51.8 32 .6 11.9 30.2

5
QAT [10] + GAP 52.2 32.9 12.1 30.4

proposal-generation as an intermediate step, we can apply
GAP during training of the CLIP [11] pre-trained classi-
fier in the second stage. On the other hand, STALE is a
single-stage approach hence we use GAP in the localiza-
tion head during post-processing. From Table 4 we observe
a higher improvement using GAP for the baseline, indicat-
ing 2-stage approaches have localization-error propagation
which can be partially resolved by using GAP. This reveals
another advantage of our model design.

Table 4. Effect of our GAP on zero-shot action detection methods
on ActivityNet dataset in 50% seen data setting. † indicates GAP
is used during training.

mAPModels 0.5 0.75 0.95 Avg
Baseline 28.0 16.4 1.2 16.0

Baseline† + GAP 28.7 16.8 1.7 16.5
Baseline + GAP 28.2 16.6 1.3 16.2

STALE [9] 32.1 20.7 5.9 20.5
STALE [9] + GAP 32.4 21.1 6.2 20.8

2. Summary

From the experiments we have performed so far, we
draw several conclusions regarding the usefulness of our
proposed GAP. Besides being effective for fully-supervised
setting (Table ??), our GAP is also effective when there are
(i) a large number of unlabeled training samples (refer to
Table 1), (ii) unavailability of fine-grained annotation (refer
to Table 2), (iii) only a few labeled samples (refer to Ta-
ble 3), and (iv) no labeled samples (refer to Table 4). In all
the above mentioned cases, the quantization error is more
profound due to the design choice or problem setting which
can be greatly reduced by using our GAP. This verifies the
generic usefulness of our method across a variety of set-
tings.
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