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A. Implementation Details
In this section, we describe experimental details and net-

work configuration details used in our experiments.

A.1. Experimental Details

Three datasets are used in our experiments: CIFAR-
100 [19], ImageNet [9], and ImageNet-100 [9]. Specifi-
cally, CIFAR-100 consists of 60,000 images covering 100
classes, where all the images are resized to 32×32. Ima-
geNet contains 1.28M training images and 50K validation
images from 1,000 classes that are resized to 224×224.
ImageNet-100 is a 100-class subset of the full ImageNet,
which is sampled as in [14, 17]. For fair comparison, we
shuffle the classes of these datasets using seed 1,993 and
then split them into multiple tasks as in [14, 17, 22, 27, 29].

Following the common practice [23,29], we use ResNet-
18 [13] as the baseline architecture. Herding [21, 27] is
employed to select exemplars after each task. We train the
model for 160 epochs using SGD optimizer with batch size
128 on CIFAR-100. The learning rate is initialized to 0.1
and is multiplied by 0.1 after 80 and 120 epochs. For the ex-
periments based on ImageNet and ImageNet-100, we train
the model for 90 epochs and the learning rate is multiplied
by 0.1 after 30 and 60 epochs.

For evaluation metric, we adopt the average incremental
accuracy as the evaluation metric following the exact set-
tings in [14, 21, 22, 29], which is written as

Ā =
1

N + 1

N∑
i=0

Ai, (1)

where N + 1 denotes the total number of tasks. Ai is the
test accuracy in the i-th task.

A.2. Network Configuration Details

Technically, we implement BiMeCo with a Pseudo
Siamese network, which has two branches: 1) f(·; θs) for
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Figure II. Module replacement strategies for each 1×1 convolution
layer. “g” denotes the number of group in convolution [15].

short-term memory and 2) f(·; θl) for long-term memory,
and a shared head h(·;ϕ). Fig. 2 in the main paper illustrates
this modeling. Two branches f(·; θs) and f(·; θl) have iden-
tical architectures but different parameters. As a variant of
the standard Siamese network [3], it has been widely used
in diverse vision tasks [1, 5, 11, 30, 32]. To make the pro-
posed BiMeCo compatible with existing network architec-
tures while enjoying great parameter efficiency, we draw in-
spiration from the MobileNet series [15,16,28], and present
the following module replacement strategies: 1) replacing
each original k × k (k > 1) convolution layer with a se-
quential convolutional layer comprised of 1×1 convolution,
k × k depthwise (DW) convolution [7], 1×1 convolution;
2) reducing group by a factor of 4 for each original 1×1
convolution layer. For the generality of our method, all re-
placed convolutions do not change the channel dimension.
After replacing all convolutional modules, the network is
extended into a Pseudo Siamese network, i.e., two identical
architectures with different parameters as well as a shared
head. In Fig. I and Fig. II, we illustrate the module replace-
ment strategies for k × k (k > 1) convolution layers and
1×1 convolution layers in the convolutional network.
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(a) 6-task sequence.
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(b) 11-task sequence.
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(c) 26-task sequence.
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Figure III. Accuracy at each task. In the CIL setting, 50 classes are trained for the first task with later (a) 10 classes per task (6-task
sequence), (b) 5 classes per task (11-task sequence), and (c) 2 classes per task (26-task sequence), respectively.
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(a) 6-task sequence.
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(b) 11-task sequence.
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(c) 26-task sequence.
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Figure IV. Accuracy at each task. In the TIL setting, 50 classes are trained for the first task with later (a) 10 classes per task (6-task
sequence), (b) 5 classes per task (11-task sequence), and (c) 2 classes per task (26-task sequence), respectively.

B. More Comparisons

Following [2, 8, 24, 26], we focus on two typical con-
tinual learning setups: Class Incremental Learning (CIL)
and Tasks Incremental Learning (TIL), which unfold a base
classification problem in successively learned tasks. In two
setups, all training classes are split into multiple tasks and
learned sequentially. The difference is that TIL has access
to the task identity of test samples at inference time, but CIL
is not allowed. In this section, we provide more results of
analysis of accurate curve, comparison with state of the art
in TIL, and analysis of bilateral memory consolidation.

B.1. Analysis of Accuracy Curve

In Fig. III and Fig. IV, we provide more comparisons of
the average incremental accuracy curve with LUCIR [14]
and CwD [29] on CIFAR-100. First, in the CIL set-
ting (Fig. III), one can observe that the improvement of
our proposed BiMeCO is consistently incremental in the
remaining tasks after the initial task. As the number of
classes increases, BiMeCO owns growing significant ad-
vantages. This is reasonable since the limited model size
of BiMeCo leads to a slight drop in the first task. Bene-
fiting from the bilateral memory consolidation mechanism,
BiMeCO can sufficiently learn long-term and short-term
memory representations in a complementary fashion, thus
exhibiting strong capacities of preventing forgetting knowl-
edge previously learned. The results in Fig. V also sup-
port this claim (the settings are the same as in Tab. 1 and

Sec. 4.3). Second, in the TIL setting (Fig. IV), BiMeCo also
brings significant accuracy gains, and surprisingly achieves
growing performance as the task increases, suggesting that
BiMeCo can greatly mitigate forgetting previously learned
tasks with the help of access to the task identity.

B.2. Comparison with State of the Art

Here we compare the proposed BiMeCo with some state-
of-the-art methods in the TIL setting. Tab. I lists the quanti-
tative results. Particularly, B denotes the number of classes
learned in the initial task, and S denotes the number of new
classes learned per task in the rest. We can observe that
BiMeCo consistently brings significant improvements. For
example, BiMeCo brings +2.03%∼9.39% accuracy gains
on CIFAR-100 over LUCIR [14], while significantly reduc-
ing the model parameters by 47%. Consistent with the phe-
nomenon in the CIL setting, as the length of the task se-
quence increments, our BiMeCo can bring significant per-
formance gains. A vivid example is that BiMeCo brings in
gains of +5.71% and +1.07% accuracy over CwD [14] and
BiC [31] when S = 2 respectively. Furthermore, in the
large-scale setting of ImageNet, BiMeCo achieves superior
results over BiC [31], which brings +0.92% and +1.04% ac-
curacy gains at S = 100 and S = 50 respectively with 1.9x
fewer model parameters.

B.3. Analysis of Bilateral Memory Consolidation.

In the main paper, we have already analyzed the bilateral
memory consolidation in Sec. 4.3. Here we provide more
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Figure V. Comparison of model size and average incremental accuracy. We use three typical settings on CIFAR-100 [19] in class in-
cremental learning, where 50 classes are learned for the first task with later (a) 10 classes per task (6-task sequence), (b) 5 classes per
task (11-task sequence), (c) 2 classes per task (26-task sequence). BiMeCo significantly outperforms other CL methods with 1.51∼2.06x
smaller parameters under ResNet-18/34/50/101 [13].

Method Params (M)
CIFAR-100 (B=50) ImageNet-100 (B=50) ImageNet (B=100)

S=10 5 2 10 5 2 100 50

LWF [20] 11.7 75.05±0.39 69.50±0.45 67.99±0.36 73.67±0.27 69.73±0.34 66.60±0.38 69.63±0.15 70.52±0.16

iCaRL [27] 11.7 79.59±0.23 76.00±0.30 73.65±0.21 77.42±0.36 76.02±0.29 73.59±0.20 75.95±0.14 77.60±0.12

DualNet [26] 13.8 80.35±0.34 79.30±0.38 79.16±0.31 83.50±0.26 83.63±0.30 82.99±0.24 78.60±0.17 80.32±0.13

AANet [21] 13.1 80.66±0.24 80.31±0.35 80.52±0.27 83.62±0.22 84.51±0.20 83.42±0.28 77.21±0.16 79.89±0.11

Replay 11.7 67.90±0.33 66.11±0.45 66.24±0.38 71.97±0.27 70.15±0.31 69.20±0.29 72.96±0.14 73.72±0.12

+BiMeCo (ours) 6.2 70.25±0.29 67.19±0.35 67.40±0.37 72.68±0.25 70.96±0.23 70.21±0.28 73.73±0.15 74.80±0.11

BiC [31] 11.7 75.10±0.36 71.27±0.28 67.17±0.26 82.83±0.27 80.15±0.24 77.64±0.21 77.38±0.14 79.77±0.15

+BiMeCo (ours) 6.2 75.57±0.32 72.30±0.33 68.24±0.24 83.59±0.24 81.01±0.28 78.68±0.23 78.30±0.12 80.81±0.16

LUCIR [14] 11.7 79.45±0.36 76.11±0.31 71.98±0.30 83.27±0.35 83.71±0.30 81.78±0.26 79.45±0.17 81.78±0.14

+BiMeCo (ours) 6.2 81.48±0.35 81.35±0.34 81.37±0.28 84.39±0.31 84.74±0.29 83.53±0.28 80.37±0.14 82.96±0.15

CwD [29] 11.7 80.27±0.31 78.64±0.22 75.42±0.27 83.88±0.24 84.18±0.26 82.83±0.30 80.39±0.13 82.77±0.11

+BiMeCo (ours) 6.2 81.03±0.27 80.58±0.23 81.13±0.25 84.30±0.27 84.82±0.23 83.49±0.26 80.88±0.11 82.98±0.10

Table I. Comparison of average incremental accuracy (%) with or without Bilateral Memory Consolidation (BiMeCo) in the TIL setting.
B denotes the number of classes learned in the initial task and S denotes the number of classes learned per task after the initial one. For
fair comparison, Params denotes the model parameters on ImageNet [9]. The number of exemplars for each class is set to 20. We report
the results that are averaged over 3 runs (mean±std).

results of bilateral memory consolidation under other incre-
mental settings. First, to reveal the effect of different strate-
gies of the guidance from long-term memory to short-term
ones for preventing forgetting, we compare BiMeCo with
the following important baselines: 1) “+None”, in which
the two types of memory are trained without the regulariza-
tion constraint; 2) “+L2”, in which the short-term memory
is trained by adding an L2 regularization constraint with the
long-term memory on each weight; 3) “+Wei.”, in which
the short-term memory is trained by estimating important
parameters with the long-term memory, similar to [18]; 4)
“+Out.”, in which the short-term memory is trained by min-
imizing its output probabilities with those of the long-term
memory, similar to [20].

Second, to transfer the strong expressiveness of the
short-term memory to the long-term ones, we further inves-
tigate the effectiveness of our used momentum-based up-
date rule in Eq. (3) in the main paper. Specifically, we con-
sider the original momentum update that is proposed and fu-
eled by the MoCo series [4,6,12], only updating one branch
by back-propagation. Then we introduce our used relaxed
version of this momentum-based update rule, which syn-
chronously updates two branches by back-propagation.

Fig. VI and Fig. VII illustrate the results of different reg-
ularization techniques under the CIL and TIL settings, re-
spectively. Tab. II-IV and Tab. V-VII list the comparisons
of different settings of m in Eq. (3) in the main paper under
the CIL and TIL settings, respectively. These results also
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Figure VI. Comparisons of different regularization techniques in the CIL setting. 50 classes are trained for the first task with later (a) 10
classes per task (6-task sequence), (b) 5 classes per task (11-task sequence), and (c) 2 classes per task (26-task sequence), respectively.
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LUCIR +None +L2 +Wei. +Out. BiMeCo

72.0

76.5

81.0

Va
lid

at
io

n
ac

cu
ra

cy
(%

)

(c) 26-task sequence.

Figure VII. Comparisons of different regularization techniques in the TIL setting. 50 classes are trained for the first task with later (a) 10
classes per task (6-task sequence), (b) 5 classes per task (11-task sequence), and (c) 2 classes per task (26-task sequence), respectively.

m 0 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Acc. (%) 65.66 65.86 66.21 66.84 67.07 66.98 66.65 66.42 66.00 65.21 64.33 fail

(a) Only updating one branch (short-term memory) by back-propagation as in [12].

m 0 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Acc. (%) 69.44 69.61 69.87 69.43 69.10 69.12 69.06 69.00 68.88 68.84 68.81 68.80

(b) Synchronously updating two branches (two types of memory) by back-propagation.

Table II. Comparison of different settings of m in Eq. (3) in the main paper in the CIL setting. 50 classes are trained for the first task with
later 10 classes per task.

m 0 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Acc. (%) 61.41 63.10 63.42 63.62 63.47 63.58 63.75 62.53 61.38 60.72 58.65 fail

(a) Only updating one branch (short-term memory) by back-propagation as in [12].

m 0 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Acc. (%) 66.25 66.29 66.82 66.61 66.38 66.25 66.15 66.06 65.86 65.75 65.67 65.44

(b) Synchronously updating two branches (two types of memory) by back-propagation.

Table III. Comparison of different settings of m in Eq. (3) in the main paper in the CIL setting. 50 classes are trained for the first task with
later 5 classes per task.

m 0 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Acc. (%) 58.09 58.75 59.08 59.47 60.07 60.14 60.42 60.02 59.64 59.01 57.54 fail

(a) Only updating one branch (short-term memory) by back-propagation as in [12].

m 0 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Acc. (%) 63.60 63.67 64.16 64.02 63.88 63.65 63.41 63.24 63.03 62.99 62.76 62.66

(b) Synchronously updating two branches (two types of memory) by back-propagation.

Table IV. Comparison of different settings of m in Eq. (3) in the main paper in the CIL setting. 50 classes are trained for the first task with
later 2 classes per task.



m 0 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Acc. (%) 79.32 79.41 79.54 79.58 79.67 79.66 79.87 80.01 79.71 79.42 79.02 fail

(a) Only updating one branch (short-term memory) by back-propagation as in [12].

m 0 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Acc. (%) 81.10 81.28 81.48 81.36 81.21 81.05 80.99 80.86 80.61 80.40 80.23 79.62

(b) Synchronously updating two branches (two types of memory) by back-propagation.

Table V. Comparison of different settings of m in Eq. (3) in the main paper in the TIL setting. 50 classes are trained for the first task with
later 10 classes per task.

m 0 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Acc. (%) 78.10 78.28 78.53 78.80 79.01 79.34 79.69 79.78 79.42 79.20 78.86 fail

(a) Only updating one branch (short-term memory) by back-propagation as in [12].

m 0 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Acc. (%) 80.96 81.01 81.35 81.25 81.10 81.02 81.01 80.84 80.75 80.63 80.55 80.36

(b) Synchronously updating two branches (two types of memory) by back-propagation.

Table VI. Comparison of different settings of m in Eq. (3) in the main paper. in the TIL setting. 50 classes are trained for the first task with
later 5 classes per task.

m 0 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Acc. (%) 77.10 77.57 77.88 78.01 78.34 78.56 78.11 78.03 77.84 77.68 77.38 fail

(a) Only updating one branch (short-term memory) by back-propagation as in [12].

m 0 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Acc. (%) 80.98 81.04 81.37 81.30 81.21 81.07 80.97 80.86 80.71 80.66 80.23 80.01

(b) Synchronously updating two branches (two types of memory) by back-propagation.

Table VII. Comparison of different settings of m in Eq. (3) in the main paper in the TIL setting. 50 classes are trained for the first task with
later 2 classes per task.

support our conclusion in the main paper.

C. Selection of Hyperparameter

The hyperparameters λ1 and λ2 in Eq. (6) in the main
paper control the balance between expressive power and
memory consolidation. Here we analyze the effect of dif-
ferent hyperparameter settings on the average incremental
accuracy of BiMeCo. The settings of this experiment are
the same as in Sec. 4.3, with three CIL protocols that ini-
tially learn 50 classes and then learn 10/5/2 classes per task
for the rest. As illustrated in Tab. VIII, we can draw the fol-
lowing conclusions. The performance generally improves
with the increase of λ2, then the performance will be sat-
urated when the coefficient λ2 = 2 is satisfied. A consid-
erable reason is that the increase of λ2 typically enhances
the ability to defy forgetting previously learned tasks. Nev-
ertheless, an excessively large memory consolidation con-
straint (e.g., λ2 = 5) could deteriorate representation abil-
ity for learning new tasks, where a similar phenomenon also
occurs in [10, 14, 29]. Moreover, our BiMeCo is not highly
sensitive to the particular choice of hyperparameters since
different settings can obtain similar performance. Tab. IX-

XII provide the chosen hyperparameters in our experiments.
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λ2 λ1 S = 10 S = 5 S = 2

0.5

1.0 66.04±0.27 63.07±0.33 57.97±0.20

2.0 66.15±0.24 62.99±0.30 58.21±0.26

5.0 66.57±0.25 63.40±0.42 58.53±0.31

8.0 66.92±0.26 63.67±0.27 59.61±0.30

10.0 66.71±0.21 63.90±0.28 60.02±0.29

15.0 66.21±0.39 63.96±0.40 60.14±0.36

20.0 65.95±0.31 63.78±0.32 59.82±0.29

1.0

1.0 67.97±0.38 65.32±0.30 61.50±0.34

2.0 68.56±0.28 65.85±0.24 61.83±0.27

5.0 69.08±0.25 65.78±0.34 62.24±0.31

8.0 69.43±0.30 65.97±0.28 62.87±0.32

10.0 69.42±0.32 66.19±0.29 63.48±0.25

15.0 69.25±0.28 66.30±0.28 64.16±0.21

20.0 68.97±0.41 66.82±0.26 63.57±0.79

2.0

1.0 68.20±0.40 65.46±0.32 61.71±0.34

2.0 68.62±0.28 65.98±0.37 62.20±0.27

5.0 69.23±0.28 65.80±0.25 62.37±0.31

8.0 69.79±0.21 65.84±0.23 63.02±0.40

10.0 69.30±0.26 66.23±0.26 63.59±0.31

15.0 69.28±0.34 66.34±0.25 64.10±0.29

20.0 68.82±0.38 66.75±0.32 63.69±0.27

3.0

1.0 67.52±0.29 65.01±0.36 61.38±0.40

2.0 68.03±0.34 65.31±0.38 61.82±0.29

5.0 68.91±0.38 65.52±0.24 62.05±0.25

8.0 69.12±0.27 65.68±0.23 62.51±0.34

10.0 68.97±0.40 66.02±0.32 63.28±0.36

15.0 68.75±0.37 66.17±0.29 63.81±0.26

20.0 68.40±0.35 66.50±0.32 63.31±0.31

4.0

1.0 67.37±0.36 64.48±0.27 61.02±0.40

2.0 67.60±0.30 64.70±0.34 61.24±0.25

5.0 68.23±0.34 64.98±0.30 61.31±0.40

8.0 68.40±0.27 65.21±0.25 61.70±0.29

10.0 68.10±0.31 65.42±0.38 62.33±0.26

15.0 67.84±0.48 65.40±0.31 62.62±0.37

20.0 67.51±0.29 65.73±0.39 62.95±0.28

5.0

1.0 66.44±0.32 63.38±0.29 59.79±0.38

2.0 66.39±0.27 63.57±0.28 60.17±0.40

5.0 67.03±0.35 63.90±0.42 60.38±0.29

8.0 67.35±0.29 64.04±0.37 60.69±0.32

10.0 67.02±0.30 64.29±0.25 61.37±0.28

15.0 66.43±0.38 64.02±0.26 60.32±0.29

20.0 66.04±0.45 63.62±0.36 59.96±0.31
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Dataset
S=10 S=5 S=2

λ1 λ2 λ1 λ2 λ1 λ2

CIFAR-100 (B=50) 8.0 1.0 8.0 1.0 15.0 1.0
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(a) Hyperparameters for CIFAR-100 [19] and ImageNet-100 [9].

Dataset
S=100 S=50

λ1 λ2 λ1 λ2

ImageNet (B=100) 1.0 2.0 1.0 2.0
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