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1. Details of trap depth estimation network
Our depth estimation network consists of an encoder and

a decoder with a block selection (BS) unit in between. In or-
der to adapt to different application scenarios, we build our
trap depth estimation networks with 3 sizes (Trap-S, Trap-
M, Trap-L) by using different encoders (Trap-S uses an en-
coder of 12 blocks, and Trap-M/Trap-L uses an encoder of
24 blocks), and decoders of different sizes. The decoder
size depends on the projected dimension of C, and a ratio
of “hidden dimension

output dimension” in convolution based MLP. For the BS
unit, the input is a group of feature maps from consecutive
candidate encoder blocks, and the corresponding output is
the maximum pixels across each position among this group.
If the size of BS output is inconsistent with that of decoder,
a convolution layer or a transposed convolution layer, which
has the kernel size of 2 × 2 and the stride of 2, is used to
downsample or upsample the BS output, respectively.

The detailed settings of Trap-S, Trap-M, and Trap-L are
summarized in Table 1.

2. Additional visualization results
2.1. Additional visualization results on depth map

To make more detailed comparisons, we display the
depth estimation results on NYU [10], and SUN RGB-D
[11].

As depicted in Figure 2, our Trap-S and Trap-L mod-
els excel in predicting fine-grained depth information com-
pared to other existing methods. Note that the sharp details
can be only obtained by the network design. For example,
although the depth estimation scores of our Trap-S is lower
than those of NeW CRFs [13], it can be obviously observed
that the predictions of Trap-S still have sharper details.

We also visualize the cross-dataset test results on SUN
RGB-D dataset. According to Figure 3, the visualization
results show that our method achieve the best robustness.
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3. Results on the online KITTI evaluation
benchmark

We train our proposed depth estimation model on the
official split proposed by Geiger et al. [4] (42949 train-
ing samples, 1000 validation samples, and 500 testing im-
ages) to evaluate our method on the online KITTI evaluation
benchmark.

Table 2 shows the performances of our proposed model
and other depth estimation networks on the online KITTI
evaluation server. According to Table 2, we can see that
our Trap-L outperforms other depth estimation methods
across all 4 metrics. For example, compared to previous
state-of-the-art method, NeW CRFs [13], Trap-L can re-
duce “SILog”, “sqErrorRel”, “absErrorRel” and “iRMSE”
by about 2.3%, 9.2%, 5.4% and 5.3%, respectively.

The visualization results of the predicted depth maps are
generated by the online server are shown in Figure 1. Com-
pared to the NeW CRFs method, our method can predict
sharper and smoother depth for various objects, e.g., the
trees, roofs and cars

4. Trap attention visualization
To verify and understand the effectiveness of the pro-

posed trap attention, we visualize the attention maps and
feature maps in Figure 4. The trap attention units focus on
various regions for low-resolution feature map, while the
trap attention units retain the plane information, such as tex-
ture, edges etc., for high-resolution feature map. For the last
mixed feature map of our model, the trap attention units can
capture distance information. As shown in the third last row
of Figure 4, the right half feature maps for each image retain
the features of distant objects.

5. Trap block vs. Transformer block
To further compare trap attention and MHA, we use a

single trap block and a single Transformer block to decode
the encoded features from XCiT-S [2], respectively. The



Table 1. The detailed setting of our Trap-S, Trap-M, and Trap-L models. The column of “α” is the ratio of “hidden dimension
output dimension

” in our
convolution based MLP. “Block section” indicates the candidate encoder blocks in 5 BS units, and “01-04” of first row denotes that the
first 1 to first 4 blocks are the candidate blocks in the BS unit of 1

22
input resolution stage. “R.” denotes the resolution of input image. C is

the projected channel dimension of decoder.

Model Encoder # Params C α Block section ([ 1
22 R., 1

42 R., 1
82 R., 1

162 R., 1
322 R. ])

Trap-S XCiT-S12 [2] 28.3M 64 4 [01-04, 03-06, 05-08, 07-10, 09-12]
Trap-M XCiT-M24 [2] 94.2M 128 4 [01-08, 05-12, 09-16, 13-20, 17-24]
Trap-L Swin-L [8] 222.7M 192 4 [01-02, 03-04, 05-16, 11-22, 22-24]

(a) Input (b) NeW CRFs (c) Trap-L (ours)

Figure 1. Qualitative comparison with the state-of-the-art method on the online KITTI test dataset. Compared to NeW CRFs, our Trap-L
can predict the depths with sharper details for various targets.

dataset used is the NYU dataset. For a fair comparison,
we configure the two decoders with similar computational
complexities. The trap decoder has 48.8 GFLOPs, while
the Transformer decoder has 54.6 GFLOPs. Due to the
quadratic complexity, MHA can not perform on large res-
olutions as it requires excessive GPU memory for computa-
tions, even though the computational complexity is similar
to the trap block. Therefore, we use a lower resolution for
the Transformer decoder. The results are shown in Table 3
and Figure 5. The trap block outperforms the Transformer
block across seven metrics. Based on the visualization re-
sults, the trap block shows better performance in predicting
the depth of small objects.

6. Model definition in Pytorch
The pseudo-pytorch-code associated with our trap inter-

polation and trap block are provided in Algorithm 1 and
Algorithm 2, respectively.
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Figure 4. The attention maps and the counterpart convolution outputs of trap attention units. From top to bottom are the coarse depths to
fine depths.
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Figure 5. Qualitative comparison between Transformer block and Trap block on NYU dataset.



Algorithm 1: Pseudocode of Trap Interpolation in PyTorch-like style

def trapped_inter(x):
B, C, H, W = x.shape
mask1 = torch.round(torch.abs(torch.sin(x)))
mask2 = torch.round(torch.abs(torch.cos(x)))
mask3 = torch.round(torch.abs(2*torch.sin(x)*torch.cos(x)))
mask4 = torch.round(torch.sin(x) ** 2)

x1 = mask1 * x
x2 = mask2 * x
x3 = mask3 * x
x4 = mask4 * x
x = torch.cat([x1, x3, x2, x4], dim=1)

x = x.view(B, 2, 2*C, H, W)
x = x.permute(0, 2, 3, 1, 4).flatten(2).contiguous()
x = x.view(B, 2*C, H * 2, W)
x = x.view(B, 2, C, H * 2, W)
x = x.permute(0, 2, 3, 4, 1).flatten(-1).contiguous()
x = x.view(B, C, H * 2, W * 2)

return x

Table 2. Comparison of performances on the online KITTI evalu-
ation server.

Method lower is better
SILog sqErrorRel absErrorRel iRMSE

Yin et al. [12] 12.65 2.46 10.15 13.02
P3Depth [9] 12.82 2.53 9.92 13.71
DRON [3] 11.77 2.23 8.78 12.98
BTS [6] 11.67 2.21 9.04 12.23
BA-Full [1] 11.61 2.29 9.38 12.23
PackNet-SAN [5] 11.54 2.35 9.12 12.38
PWA [7] 11.45 2.30 9.05 12.32
NeWCRFs [13] 10.39 1.83 8.37 11.03

Trap-L (ours) 10.15 1.66 7.92 10.45
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Algorithm 2: Pseudocode of Trap Block in PyTorch-like style

class TrapBlock(nn.Module):
def __init__(

self, in_features, hidden_features=None, out_features=None, act_layer=nn.GELU,
norm_layer=LayerNorm2d, drop=0.1, ls_init_value=1., trap=True, drop_path=0.

):
super().__init__()
out_features = out_features or in_features
hidden_features = hidden_features or in_features

# 7x7 Conv
self.dw_conv = nn.Conv2d(in_features, in_features,

kernel_size=7, padding=3, groups=in_features)

self.trap = trap
if self.trap:

self.downsample = nn.PixelUnshuffle(2)
self.attn_conv = nn.Conv2d(in_features*4, in_features, kernel_size=3,

padding=1, groups=in_features)
self.norm1 = norm_layer(in_features*4) if norm_layer else nn.Identity()
self.gamma1 = nn.Parameter(ls_init_value * torch.ones(in_features))

if ls_init_value > 0 else None

# ConvMLP
self.fc1 = nn.Conv2d(in_features, hidden_features, kernel_size=1, bias=True)
self.act = act_layer()
self.fc2 = nn.Conv2d(hidden_features, out_features, kernel_size=1, bias=True)

# LayerNorm
self.norm1 = norm_layer(in_features) if norm_layer else nn.Identity()
self.norm2 = norm_layer(in_features) if norm_layer else nn.Identity()

self.gamma2 = nn.Parameter(ls_init_value * torch.ones(out_features))
if ls_init_value > 0 else None

self.shortcut = out_features == in_features
self.drop = nn.Identity()
self.drop_path = DropPath(drop_path)

def forward(self, x):
x = self.drop_path(self.dw_conv(x)) + x
if self.trap:

shortcut1 = x
x = trapped_inter(self.downsample(x))
x = self.norm1(x)
x = self.attn_conv(x)
x = x.mul(self.gamma1.reshape(1, -1, 1, 1))
x = self.drop_path(x) + shortcut1

if self.shortcut:
shortcut2 = x

x = self.norm2(x)
x = self.fc1(x)
x = self.act(x)
x = self.fc2(x)
if self.gamma2 is not None:

x = x.mul(self.gamma2.reshape(1, -1, 1, 1))

if self.shortcut:
x = self.drop_path(x) + shortcut2

return x



Table 3. Comparison of performances on the NYU dataset.

Method
higher is better lower is better

δ < 1.25 δ < 1.252 δ < 1.253 Abs Rel Sq Rel RMSE RMSE log log10

Transformer 0.886 0.980 0.995 0.111 0.065 0.382 0.140 0.047
Trap 0.894 0.982 0.995 0.106 0.059 0.379 0.136 0.046
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