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Abstract

In virtually all event-based vision problems, there is the
need to select the most recent events, which are assumed
to carry the most relevant information content. To achieve
this, at least one of three main strategies is applied, namely:
1) constant temporal decay or fixed time window, 2) con-
stant number of events, and 3) flow-based lifetime of events.
However, these strategies suffer from at least one major lim-
itation each. We instead propose a novel decay process
for event cameras that adapts to the global scene dynam-
ics and whose latency is in the order of nanoseconds. The
main idea is to construct an adaptive quantity that encodes
the global scene dynamics, denoted by event activity. The
proposed method is evaluated in several event-based vision
problems and datasets, consistently improving the corre-
sponding baseline methods’ performance. We thus believe it
can have a significant widespread impact on event-based re-
search. Code available: https://github.com/neuromorphic-
paris/event batch.

1. Introduction
Contrary to standard frame-based cameras that capture

visual data at a fixed rate and independently of the scene
dynamics [31], event cameras respond asynchronously to
pixel-wise brightness changes by generating events. Event
cameras are thus data-driven sensors that inherently react to
the scene dynamics [18] while providing additional advan-
tages: high temporal resolution in the order of microsec-
onds, low latency, low power consumption, and high dy-
namic range. However, due to the different visual sensing
paradigm, event cameras pose the challenge of developing
new methods that fully unlock their capabilities [7]. By
“scene dynamics”, we mean the spatio-temporal changes
of the visual inputs due to the relative motion of the scene
w.r.t. the camera. As in mechanics, the involved quantities
are the zero, first, or higher-order derivatives of captured
temporal information.

There are two paradigms for event processing, namely:
event-based [16, 17, 26, 27, 38], whereby each event is pro-
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Figure 1. Accumulated events using (left) constant temporal de-
cay, (middle) constant number of events, and (right) the proposed
adaptive global decay process. In contrast to the constant pro-
cesses, the proposed decay process globally adapts to the scene
dynamics. Sequences from dataset [24].

cessed one-by-one, e.g., by locally updating some state, and
batch-based [9,30,44,45], whereby events are grouped into
a batch for later processing. In both paradigms, there is the
intuitive notion that more recent events should be assigned
more relevancy. Thus, each event should have a certain
lifespan, based on which each one is considered active and
whose contribution is considered meaningful to the compu-
tation. This raises the fundamental question on what kind of
decay strategy should be employed to quantify each event’s
lifespan. Currently, there exist three main decay strategies.
The first is to consider the events generated within a fixed
time window or by applying some constant temporal de-
cay [17,35]. This strategy does not preserve the data-driven
paradigm of event cameras since it imposes an arbitrary fi-
nite temporal support in practice, which generally has no
relation to the visual information source and does not ac-
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count for variations in motion magnitude. A single con-
stant temporal decay can not handle slow and fast motions
simultaneously since, e.g., as illustrated in the first two im-
ages on the left column in Fig. 1, when the motion is fast,
the accumulated events generate a blurry frame. The sec-
ond strategy considers instead a constant number of events
which preserves better the data-driven nature of event cam-
eras as argued in [9]. However, it breaks for variations in
the scene texture, whereby, e.g., as illustrated in the last two
images on the middle column in Fig. 1, when the texture is
sparse, the accumulated events also generate a blurry frame.
The third strategy explicitly models the set of active events
by estimating each event’s lifetime from the corresponding
velocity [19, 23]. Although this strategy does not require
any explicit decay parameter, it still requires tuning param-
eters for the flow estimation, which, in turn, may introduce
non-negligible latency [23].

We address the fundamental question posed by propos-
ing a novel decay process that inherently adapts to the
global scene dynamics while introducing negligible latency
in the order of nanoseconds, i.e., three orders of magnitude
lower than the temporal resolution of event cameras. The
main idea is to construct a decay process that depends on a
global adaptive quantity that encodes the scene dynamics,
which we denote by event activity. As shown on the right
column in Fig. 1, accumulating events using the proposed
decay process always generates sharp edge-like frames, re-
gardless of the event stream dynamics.

2. Event Camera Working Principle
The output of an event camera consists of an asyn-

chronous stream of temporal contrast events {ei}, i ∈ N.
Each event ei represents a spatio-temporal asynchronous
brightness change, being defined as a tuple

ei := (xi, yi, ti, pi) , (1)

where (xi, yi) are the pixel coordinates, ti is the timestamp
at which the event was generated, and pi ∈ {−1,+1} is
the polarity of the event. An event ei is generated when the
change in log-brightness log Ix,y(t) := Īx,y(t) is above a
threshold L

|∆Īxi,yi(ti)| = |Īxi,yi(ti)− Īxi,yi(ti −∆ti)| ≥ L, (2)

where ∆ti is the time since the last event at the same pixel.
The change in log-brightness can be rewritten in terms of
continuous changes in a time interval

∆Īxi,yi(ti) =

∫ ti

ti−∆ti

dĪxi,yi(t)

dt
dt, (3)

from which the brightness signal sensing by a camera can
be approximated by a multiplicative process of the global

illumination L̄, by the scene reflectance R̄ [28]

∆Īxi,yi
(ti) =

∫ ti

ti−∆ti

(
dL̄(t)

dt
+

∂R̄(t)

∂t
+

∂R̄(t)

∂x

dx

dt
+

∂R̄(t)

∂y

dy

dt

)
dt, (4)

where we have omitted the pixel location (xi, yi) de-
pendency for readability. The term dL̄(t)/dt repre-
sents the log-illumination change, the term ∂R̄(t)/∂t
is the log-reflectance temporal change, the terms(
∂R̄(t)/∂x, ∂R̄(t)/∂y

)
are the spatial contrast or the

scene texture, and the terms (dx/dt, dy/dt) correspond to
the optical flow. The contribution from all these terms is
denoted as the dynamics of the event stream. We further
detail the terminology by noting that only the rate of change
of the spatial contrast contribution is w.r.t. space, whereas
the rate of change of the remaining contributions is w.r.t.
time. We denote the former as the spatial dynamics and
the latter as the temporal dynamics. We also denote the
contribution from optical flow as the motion dynamics.

Eq. (4) makes explicit what an event encodes. How-
ever, each contribution is not easily separable from the event
stream alone without further assumptions. In this work, we
show that it is still feasible to construct a global decay pro-
cess that implicitly encodes the event stream dynamics.

3. Related Work
In the literature, besides a few methods [15, 16] that rely

on uncertainty priors, there are three main temporal decay
strategies applied to process event-based data, which we
briefly review next. Tab. 1 highlights the key differences
between the decay strategies.

Adaptive
Strategy Spatial Temporal G/L/H Latency # Params

Constant Decay ✓ ✗ G Low 1
Constant # Events ✗ ✓ G Low 1
Event Lifetime [19, 23] ✓ ✓ L/H High > 1
Proposed ✓ ✓ G Low ≤ 1

Table 1. Comparison of event-based decay processes. G - Global,
L - Local, H - Hybrid.

Constant temporal decay & fixed time window. Features
extracted using Hierarchy of Time-Surfaces (HOTS) [17]
and subsequent works, e.g., Histogram of Averaged Time-
Surfaces (HATS) [39], are by definition constructed from
an exponential kernel with a fixed time constant. The event-
based spatial convolution operator [35] also applies a con-
stant temporal decay, which was derived from designing
a high-pass filter to attenuate noise contributions. Fixed
time windows have been applied to asynchronous recursive
event processing [36], event-based steering prediction [21],
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Figure 2. Comparison of applying constant vs. adaptive global decay. (Middle plot) Event rate r(t) (in logarithmic scale) of two
sequences [24] over time, which is used as a proxy for the event stream dynamics. (Top and bottom blocks) Snapshots of the current state
of the boxes rotation and shapes rotation sequences. Each block of snapshots consists of (top left) the gray-scale frame, the
result of applying the event-based convolution operator [35] using (top right) a large time constant, (bottom left) a small time constant, and
(bottom right) an adaptive decay process. (Left) Slow motion, (middle) fast motion, (right) very fast motion. While both sequences exhibit
similar motion dynamics, the boxes rotation exhibits higher spatial dynamics (i.e., event density), which explains the higher event
rate. The accuracy of the constant decay process significantly depends on the sequence’s event rate. (Zoom plots) Smaller time constants
can reliably capture higher event rates but can not lower ones; conversely, larger time constants can accurately capture lower event rates but
can not higher ones. In contrast, the accuracy of an adaptive decay process should not significantly depend on the event stream dynamics.

optical-flow estimation [1, 3] and feature tracking [2]. Be-
sides depending on the sequence temporal dynamics, fixing
the time constant also requires non-trivial tuning.
Constant number of events. This is the predominant decay
strategy in the literature, and can be found in several appli-
cations, such as global motion estimation [8, 9, 13, 25, 27],
feature tracking [10, 43], depth estimation [32, 44], optical-
flow estimation [19, 45], and image intensity reconstruc-
tion [30, 33]. Besides depending on the sequence spa-
tial dynamics, fixing the number of events also requires
prior knowledge of the event stream. Adjusting the num-
ber of events based on the sequence spatial dynamics, i.e.,
scene texture, was proposed in [10]. However, the method
requires standard frames, whose availability and suitabil-
ity are not always guaranteed. An ensemble method that
employs both fixed time window and constant number of
events strategies was proposed in the context of visual place
recognition [6]. Ensembles generally increase the accuracy
since each component’s errors are averaged out, while in-
creasing computational costs, and thus a trade-off must be
reached regarding the ensemble size. The proposed method

adapts to the event stream dynamics, which can be seen as
dynamically selecting the most suitable component(s) with-
out incurring the cost of running the entire ensemble.
Flow-based lifetime of events. The lifetime of an event
quantifies how long an event is considered active [23], be-
ing defined as the duration until a new event is generated in
the event’s neighborhood. To compute each event’s lifetime,
the corresponding velocity, i.e., optical-flow, must be esti-
mated, which is achieved by robust plane-fitting [3, 20, 23]
or by converting events into frames and applying the clas-
sic Lucas-Kanade estimation method [19]. By design, these
methods do not rely on explicit decay parameters. However,
they require additional thresholds for inlier/outlier separa-
tion, whose dependency on the event stream dynamics is not
clear and can thus be cumbersome to properly set. Also, the
latency introduced may be non-negligible [23], which fur-
ther hinders their widespread adoption. Although the pro-
posed method models the decay process globally, it has ap-
plicability to several event-based vision problems, consis-
tently improving the corresponding baseline methods’ per-
formance while introducing negligible latency.



4. Method
In this section, we describe how an adaptive global de-

cay process from an event stream can be built without hav-
ing to explicitly model each contribution in Eq. (4). We
first review the constant decay process, based on which the
adaptive decay process is constructed. Refer to the supple-
mentary material for the full mathematical derivations.

4.1. Constant Decay

The constant decay strategy consists in applying an ex-
ponential decay kernel with time constant τ

βτ (t, tp) = e−
t−tp

τ , (5)

where tp is some previous timestamp. This decay strategy
applies a decrease at a rate proportional to its current value
which can be clearly seen by differentiating Eq. (5) w.r.t. t:

dβτ (t, tp)

dt
= −1

τ
e−

t−tp
τ = −λβτ (t, tp). (6)

The proportionality constant λ = 1/τ , i.e., decay rate, di-
rectly influences the behavior of the decay process and must
be empirically set for each sequence since the event stream
dynamics depend on different contributions according to
Eq. (4). This issue is depicted in Fig. 2, where we show
the result of applying asynchronous convolution opera-
tions [35] using large and small time constants. Larger time
constants can reliably capture lower event rates, whereas
smaller time constants can accurately capture higher event
rates. Based on Fig. 2, we thus intuitively assert that the
decay rate λ should scale with the dynamics of the event
stream for an adequate adaptive decay process.

4.2. Event Activity

Defining the number of events as a counting process

n(t) :=

∞∑
i=0

J(ti ≤ t), (7)

where J(C) is the indicator function, being 1 if the condi-
tion C is true and 0 otherwise, and ti is the timestamp of
the i-th event in the event stream, event activity is defined
as the number of events in a given time interval (s, t]

a(t, s) := n(t)− n(s) =

∞∑
i=0

J(s < ti ≤ t). (8)

This definition resembles applying a variable temporal slid-
ing window strategy to estimate the event activity, whose
temporal length is given by t − s. By abusing notation, we
can consider a more useful event activity definition in prac-
tice which resembles applying a temporal decay strategy

a(t) := β(t, s)a(s) + n(t)− n(s), a(0) = a0, (9)

where β(t, s) is some temporal decay function and a0 is an
arbitrary constant value, typically 0. Eq. (9) can be used to
incrementally estimate the event activity for each generated
event ei according to

ai = βiai−1 + 1, (10)

where ai := a(ti) is the event activity and βi := β(ti, ti−1)
is the decay value, both at the timestamp of event ei. As-
suming the temporal decay function is appropriate, the
event activity also encodes the event stream dynamics since
it considers all events, whose generation process is de-
scribed by Eq. (4). For example, scenes with more texture
will have higher event activity than scenes with less texture,
given the remaining dynamics are the same.
Event rate. The event rate is the number of events gener-
ated per unit of time, being defined in terms of the event
activity according to r(t, s) := a(t, s)/(t− s).

4.3. Adaptive Decay

Instead of using a constant decay rate λ, we propose to
construct a decay rate that varies in time λ(t) according to
the event stream dynamics

dβa(t, tp)

dt
= −λ(t)βa(t, tp). (11)

Note that the choice of λ(t) influences the expression of
βa(t, tp), which in general is no longer of the same expo-
nential form of Eq. (5). We consider an adaptive decay
rate that is proportional to the event activity λ(t) ∝ a(t).
Besides simplicity, there are two main reasons for this
choice: 1) since the event activity implicitly encodes the
event stream dynamics, by linearity, the adaptive decay rate
will also encode the event stream dynamics, and 2) as dis-
cussed previously, the decay rate should scale with the event
stream dynamics. Substituting the considered adaptive de-
cay rate and only considering the decay term from Eq. (9),
i.e., a(t) = β(t, s)a(s), Eq. (11) can be written as

da(t)

dt
= −a2(t). (12)

The solution of Eq. (12) is given by

a(t) =
1

1 + a(0)t
a(0), (13)

from which a recursive expression w.r.t. to an arbitrary pre-
vious timestamp tp ≤ t can be obtained

a(t) =
1

1 + a(tp)(t− tp)
a(tp), (14)

and consequently the adaptive decay is given by

βa(t, tp) =
1

1 + a(tp)(t− tp)
. (15)



t

a
(t
)

τ = 2

τ = 4

τ = 6

τ = 8

Adaptive

t

a
(t
)

τ = 2

τ = 4

τ = 6

τ = 8

Adaptivet

a
(t
)

τ = 2

τ = 4

τ = 6

τ = 8

Adaptive

Figure 3. Constant vs. adaptive global decay processes. For
the constant decay process, the different time constants τ used are
provided in the legend in milliseconds.

Fig. 3 depicts the constant and adaptive global decay pro-
cesses. The adaptive process exhibits a sharper decrease
when the event activity is higher (left zoom) but a smoother
decrease when the event activity is lower (bottom zoom).
The proposed adaptive decay process thus adapts to the
event stream dynamics in accordance to the assertion made
regarding how the decay rate should behave based on Fig. 2.
Algorithm. A fully event-based algorithm that estimates
the adaptive decay and the event activity is presented in Al-
gorithm 1. The algorithm is simple, and it only comprises
two steps that are executed for each event ei in the event
stream, namely: 1) to compute the current adaptive decay
βa,i based on the previous event activity ai−1, according
to Eq. (15), and 2) to compute the current event activity ai
based on the current adaptive decay βa,i and the previous
event activity ai−1, according to Eq. (10).

Two additional values need to be set, which correspond
to the initial event activity a0 and the initial timestamp t0.
Both can be set to 0 for typical sequences. From a concep-
tual standpoint, the event stream is initially empty, and the
first event timestamp is typically set to 0. From a more prac-
tical view, we have observed that a few hundred events are
needed for the adaptive decay process to converge, mak-
ing the initial conditions close to irrelevant for typical se-
quences, which have millions of events.

4.4. Event Weight

We can construct a temporally adaptive event weight
wk(t) inspired by the properties of the adaptive decay given
by Eq. (15), with which each event can be augmented, i.e.,

êk := (ek, wk(t)) , (16)

where ek represents each event, as defined in Eq. (1). The
temporally adaptive event weight is defined according to

wk(t) :=
1

1 + a(t)(t− tk)
, (17)

where a(t) is the event activity at timestamp t, given by
Eq. (14). We recall that the event activity a(t) is a global

Algorithm 1 Event-based Adaptive Global Decay Process
Input: Event stream {ei}, event activity a0 and timestamp t0.
Output: Event activity ai, adaptive decay βa,i.
Procedure:

1: for each event ei do
2: Set βa,i ← 1

1+ai−1(ti−ti−1)
, Eq. (15).

3: Set ai ← βa,iai−1 + 1, Eq. (10).
4: end for

quantity that is updated for each incoming event ei, ac-
cording to Algorithm 1. The event weight wk(t) is thus a
quantity that temporally varies according to the global event
stream dynamics. There are two main utilities for this quan-
tity, namely: 1) to determine whether an event is considered
active, and 2) to weigh the event contribution [14]. An event
is considered active if its contribution is still relevant. Us-
ing Eq. (17), we can consider that an event ek is active if
its weight is higher than a threshold, i.e., wk(t) > w; oth-
erwise, it is considered inactive. These utilities can be used
separately or jointly, and, as shown in Sec. 5, they can be ap-
plied to event-based and batch-based processing paradigms.
Adaptive event batches. We can adaptively gather con-
secutive events into batches for later processing, using the
event weight defined in Eq. (17). Let us consider an arbi-
trary event ej of the event stream, which is augmented with
the temporally adaptive weight wj(t). From Eq. (17), it is
straightforward to show that the inequality wj(t) ≤ wk(t)
holds for tj ≤ tk ≤ t, meaning that the weight of an event
will never be higher than the weight of subsequent events.
Thus, to efficiently form event batches, we only need to
keep gathering incoming events until the first event ej is
considered inactive, e.g., wj(t) ≤ w. Let us assume that N
events were gathered. The adaptive batch is then formed by
the N gathered events. The process continues with the first
event of the next batch being the first incoming event after
forming the current batch, i.e., ej+N .

5. Experiments and Results

We evaluate the proposed adaptive decay process in sev-
eral event-based vision problems, namely: asynchronous
spatial convolution (Sec. 5.2), global motion estimation
(Sec. 5.3), pattern classification (Sec. 5.4) and learning-
based image intensity reconstruction (Sec. 5.5). For each
problem, we compare the performance between the original
method, i.e., without adaptive decay, and the corresponding
method using the proposed adaptive decay process. We re-
fer to the original works as the Baseline since they achieve
state-of-the-art performance. Except where mentioned oth-
erwise, the implementation of the original methods follows
the description and hyper-parameters setup reported in the
respective papers. Additional results are provided in the
supplementary material.



5.1. Datasets

DAVIS 240C Dataset [24]1. It consists of approximately
1 minute of real sequences captured by a DAVIS240 cam-
era [4] with increasing motion magnitude. The camera’s
pose is provided at 200Hz by a motion-capture system, and
a built-in Inertial Measurement Unit (IMU) provides accel-
eration and angular velocity measurements at 1000Hz. We
use this dataset to evaluate the proposed method in asyn-
chronous spatial convolution, global motion estimation and
image intensity reconstruction.
Poker DVS [37]2 and N-MNIST [29]3 Datasets. The
Poker DVS dataset consists of 4 classes, each representing a
suit of a set of regular playing cards. The N-MNIST dataset
is a conversion of the MNIST dataset to event-based data.
We use these datasets to evaluate the proposed method in
classification tasks using HOTS [17].
UZH-FPV Drone Racing Dataset [5]4. It consists of ap-
proximately 15 minutes of real sequences captured by a
mini DAVIS346 camera onboard a flying racing quadrotor.
We use this dataset to train a deep neural-network architec-
ture [30,34] for image intensity reconstruction from events.

5.2. Asynchronous Spatial Convolution

We consider the event-based convolution method [35] as
the baseline. A high-pass filter in the frequency domain
is proposed to attenuate low-frequency noise, which boils
down to employing a constant decay process, as described
in Sec. 4.1. To compare the baseline with the proposed
adaptive decay process (15), we take snapshots at certain
timestamps of the state of applying the asynchronous spa-
tial convolution with an identity kernel. We then measure
the corresponding image similarity with the real log-frames
gradient magnitude, in terms of Structural Similarity In-
dex (SSIM) [40] and Multi-Scale SSIM (MSSIM) [41], to
demonstrate that the proposed method globally adapts to
event stream dynamics by yielding sharp edge-like images.

Tab. 2 presents the similarity results averaged over all the
rotation and translation sequences [24]. The pro-
posed adaptive decay process achieves the best overall re-
sults for both similarity measures. As previously discussed
in Sec. 4.1, a single time constant can not appropriately
handle event streams with varying dynamics. To quanti-
tatively assess this, we present in Fig. 4 the box plots of
the similarity measures averaged over all the rotation
and translation sequences [24] in sub-intervals with
increasing motion dynamics. Globally, using a lower time
constant (e.g., τ = 1), better performance is achieved in
later sub-intervals, e.g., 3 and 4, since higher event rates
are more reliably captured. Conversely, using a higher time

1https://rpg.ifi.uzh.ch/davis data.html.
2http://www2.imse-cnm.csic.es/caviar/POKERDVS.html.
3https://www.garrickorchard.com/datasets/n-mnist.
4https://fpv.ifi.uzh.ch/.

rotation translation
Method SSIM MSSIM SSIM MSSIM

Baseline (τ = 1) 0.36 0.51 0.39 0.51
Baseline (τ = 10) 0.35 0.54 0.41 0.59
Baseline (τ = 100) 0.20 0.38 0.29 0.45
Adaptive 0.36 0.56 0.42 0.59

Table 2. Image similarity averaged over all the rotation and
translation sequences [24]. The time constants τ are in mil-
liseconds. Higher is better.
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Figure 4. Image similarity box plots by intervals of 15 sec-
onds averaged over all the rotation and translation se-
quences [24]. The time constants τ are in milliseconds.

constant (e.g., τ = 100), better performance is achieved in
earlier sub-intervals, e.g., 1. A time constant in the order of
tens of milliseconds (e.g., τ = 10) represents a compromise
between the previous two, being a common choice in works
that rely on time constants [1, 35, 42]. The proposed decay
process achieves an almost constant performance across the
sub-intervals since it adapts to the event stream dynamics.

5.3. Global Motion Estimation

We compare each baseline method with two adaptive
variants that use the proposed decay method, namely: 1)
variant that also detects event inactivity based on the event
weight (17) as described in Sec. 4.4, and 2) variant that ad-
ditionally weighs each event contribution. The variants are
identified by prepending the method’s name by Adaptive
and Weighted, respectively. Note that a fixed number of
events is not provided to the adaptive variants; the weight
threshold w is fixed to 0.1 instead, e.g., from which the
batches are adaptively formed in batch-based processing.
Evaluation metrics. Similar to [25,27], the evaluation met-
rics are: velocity error (ex, ey, ez), respective standard de-
viation (σ), Root-Mean Squared (RMS) error, and RMS er-

https://rpg.ifi.uzh.ch/davis_data.html
http://www2.imse-cnm.csic.es/caviar/POKERDVS.html
https://www.garrickorchard.com/datasets/n-mnist
https://fpv.ifi.uzh.ch/


Method ex ey ez σ RMS RMS%
b
o
x
e
s Baseline 9.46 8.99 11.15 13.31 13.37 1.82

AIncP 7.50 8.08 11.73 13.56 13.59 1.85
WIncP 7.86 7.72 14.01 13.96 13.99 1.91

d
y
n
a
m
i
c Baseline 8.38 11.18 17.81 20.51 20.59 3.97

AIncP 6.06 7.13 7.97 10.97 11.06 2.13
WIncP 5.89 6.56 8.05 10.03 10.13 1.95

p
o
s
t
e
r Baseline 14.84 10.43 14.02 18.03 18.09 1.93

AIncP 10.46 8.51 15.80 16.80 16.87 1.80
WIncP 12.11 8.98 18.48 18.39 18.49 1.97

s
h
a
p
e
s Baseline 74.36 102.0 179.6 158.9 158.9 21.1

AIncP 19.13 32.39 61.98 54.36 54.54 7.25
WIncP 14.02 22.76 42.97 36.10 36.18 4.81

Av
er

ag
e Baseline 26.76 33.16 55.63 52.69 52.74 7.21

AIncP 10.79 14.03 24.37 23.92 24.01 3.26
WIncP 9.97 11.50 20.88 19.62 19.70 2.66

Table 3. Event-based angular velocity estimation. Accuracy
comparison on the rotation sequences [24]. Lower is better.

ror w.r.t. the maximum excursions of ground truth in per-
centage (%). We evaluate angular velocity estimates in
deg/s and linear velocity estimates in m/s on the rotation
and translation sequences [24], respectively.
Event-based. We consider the Incremental Potential (IncP)
method [27]5 as the baseline. The hyper-parameters are set
as follows: first-in-first-out (FIFO) queue with the most re-
cent 10000 events, i.e., ≈ 0.23 events per pixel, and 9 × 9
spatial neighborhood centered at the incoming event.

Tab. 3 presents the accuracy performance on the
rotation sequences [24]. Overall, the best adaptive vari-
ant (Weighted) outperforms the baseline by 63% in terms
of RMS error, mainly due to the improvement of 80% on
the shapes sequence. Compared to the other sequences,
this sequence is much sparser, exhibiting lower spatial dy-
namics, which explains why considering a single number
of events for all sequences is not adequate. The proposed
decay process adapts to the dynamics of all sequences.
Batch-based. We consider the Contrast Maximization
(CMax) method [8, 9] and the Approximate Potential
(ApproxP) method [25, 27] as the baselines. The batch size
and the spatial neighborhood size are set to 20000 events,
i.e., ≈ 0.46 events per pixel, and 3× 3, respectively.

Tab. 4 presents the average accuracy performance on the
rotation and translation sequences [24]. On the
rotation sequences, in terms of RMS error, the CMax
and the ApproxP baselines are outperformed by the best
adaptive variants by 50% and 43%, respectively. On the
translation sequences, in terms of RMS error, the
CMax and the ApproxP baselines are outperformed by the
best adaptive variants by 30% and 29%, respectively.

5https://github.com/ImperialCollegeLondon/EventEMin.

Method ex ey ez σ RMS RMS%

r
o
t
a
t
i
o
n

Baseline [8] 17.99 17.52 25.20 31.69 31.75 4.29
ACMax 7.32 14.39 13.17 15.51 15.66 2.16
WCMax 7.30 14.38 13.16 15.34 15.50 2.14

Baseline [27] 17.39 17.02 25.01 29.55 29.62 3.99
AApproxP 7.62 15.57 14.74 16.43 16.60 2.28
WApproxP 8.27 16.02 14.99 16.69 16.86 2.33

t
r
a
n
s
l
a
t
i
o
n Baseline [8] 0.45 0.42 0.35 0.56 0.56 18.30

ACMax 0.31 0.24 0.34 0.39 0.40 12.87
WCMax 0.31 0.24 0.36 0.40 0.41 13.06

Baseline [27] 0.44 0.37 0.36 0.54 0.54 17.67
AApproxP 0.30 0.24 0.32 0.40 0.40 12.51
WApproxP 0.30 0.24 0.34 0.40 0.40 12.74

Table 4. Batch-based angular and linear velocity estima-
tion. Average accuracy comparison on the rotation and
translation sequences [24]. Lower is better.
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Figure 5. Classification accuracy using HOTS [17] in function of
homeostasis [12] on the (a) PokerDVS [37] and (b) N-MNIST [29]
datasets. The line and surrounding shaded area represent the mean
and standard deviation over 100 trials, respectively.

5.4. Pattern Classification

We consider HOTS [17]6 as the baseline feature ex-
tractor and a simple K-Nearest Neighbours classifier with
K = 12 [22]. We compare the baseline with an adaptive
variant, whose time-surfaces around an event are given by
the adaptive decay (15). Fig. 5 presents the accuracy perfor-
mance for both approaches in function of the homeostatic
parameter [12], which balances the activity among the time-
surfaces in a layer. Overall, the proposed adaptive variant
outperforms the baseline: in terms of maximum accuracy
performance, there is an absolute increase of 9% and 0.5%
on the PokerDVS [37] and N-MNIST [29] datasets, respec-

6https://github.com/neuromorphic-paris/cpphots.

https://github.com/ImperialCollegeLondon/EventEMin
https://github.com/neuromorphic-paris/cpphots
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Figure 6. Angular and linear velocity estimation in function of the weight threshold w on the rotation and translation se-
quences [24] for (left) event-based and (middle)-(right) batch-based processing. Note the plateau for all the sequences around w = 0.1.

Method MSE (↓) SSIM (↑) MSSIM (↑)

Baseline [30] 0.095 0.36 0.50
Proposed 0.085 0.36 0.51

Table 5. Image intensity reconstruction evaluation. Average
performance comparison on DAVIS [24] sequences.

Weight MSE (↓) SSIM (↑) MSSIM (↑)

w = 0.01 0.130 0.23 0.36
w = 0.05 0.085 0.36 0.51
w = 0.10 0.095 0.35 0.48
w = 0.15 0.120 0.30 0.35
w = 0.20 0.167 0.15 0.09
w = 0.25 0.132 0.25 0.26

Table 6. Image reconstruction evaluation in function of the weight
threshold w on DAVIS [24] sequences.

tively. Most notably, this is achieved by requiring 2 fewer
hyper-parameters, namely the time constants for each layer.
In general, for an HOTS architecture with L layers, the pro-
posed adaptive method requires L fewer hyper-parameters
compared to the original implementation [17].

5.5. Image Intensity Reconstruction

We consider SSL-E2V [30]7 as the baseline image recon-
struction method by training the network with a fixed-size
input event stream of 20000, i.e., ≈ 0.46 events per pixel.
We compare it with another network that was trained with
an adaptive-size input event stream, whereby the weight
threshold w was fixed to 0.05. As presented in Tab. 5, the
proposed adaptive-size training achieves slightly better av-
erage performance in terms of Mean Squared Error (MSE)
and MSSIM, and similar performance in terms of SSIM
compared to the baseline.
Event weight influence. For some experiments conducted,
one may question whether we have just replaced one pa-
rameter, i.e., the number of events or equivalently the decay
rate, for another, i.e., the weight threshold. In this section,
we empirically assess the influence of the weight threshold.

Fig. 6 presents the performance on global motion esti-
mation in function of the weight threshold w. For all the

7https://github.com/tudelft/ssl e2vid.

Dataset Resolution Min Max Mean ± SD Median

DAVIS [24] 240× 180 2.43 7.86 4.33± 1.00 4.37
DSEC [11] 640× 480 0.79 3.46 2.02± 2.00 2.03

Table 7. Runtime per event in nanoseconds over 100 trials.

sequences, there is minimum plateau around 0.1. Tab. 6
reports the performance on image reconstruction in func-
tion of the weight threshold w. The best performances were
obtained using a weight threshold of 0.05 and 0.1, respec-
tively, independently of the scene dynamics.
Runtime. Tab. 7 presents the runtime per event of the pro-
posed adaptive decay process. The runtime was estimated
using a single thread on a PC with an Intel Core i7-7700
CPU 3.6GHz and 32GB of RAM. The runtime per event is
almost three orders of magnitude lower than the typical tem-
poral resolution of event cameras. The latency introduced is
thus almost negligible, and it does not depend on the camera
resolution, i.e., the number of pixels of the camera.

6. Conclusion

We propose a global adaptive decay process for event
cameras and demonstrate its usefulness across several
event-based vision problems. By considering the proposed
process, the baseline methods’ performances are shown to
be consistently improved. More importantly, the proposed
method removes a parameter usually tuned according to
prior assumptions while introducing negligible latency. We
believe this method can have a broad positive impact across
most event-based applications. This work opens several
avenues for future research, including additional empirical
evaluation regarding the weight threshold value and consid-
ering other forms of temporally varying decay rates. Since
the proposed method works globally, i.e., it assumes that
events come from a single motion, it should fail in scenarios
whereby, e.g., objects are independently moving. Consider-
ing multi-scale approaches or explicitly modeling more than
one motion are also possible avenues for future research.
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A. Event Camera Working Principle
From [28], the image brightness Ix,y(t) is predominantly

a multiplicative process, which combines the illumination
Lx,y(t) and the reflectance Rx,y(t) of objects

Ix,y(t) = Lx,y(t)Rx,y(t). (18)

In log-scale, the multiplicative process turns into an additive
process

Īx,y(t) = L̄x,y(t) + R̄x,y(t), (19)

where X̄ := logX. Differentiating both sides of Eq. (19)
w.r.t. time t and applying the chain rule, we finally obtain

dĪx,y(t)

dt
=
dL̄x,y(t)

dt
+

dR̄x,y(t)

dt

=
dL̄x,y(t)

dt
+

∂R̄(t)

∂t
+

∂R̄(t)

∂x

dx

dt
+

∂R̄(t)

∂y

dy

dt
.

(20)

Eq. (4) can be simplified by assuming that the illumina-
tion and temporal reflectance are constant

∆Īx,y(t) ≈
∫ t

t−∆t

(
∂R̄(t)

∂x

dx

dt
+

∂R̄(t)

∂y

dy

dt

)
dt. (21)

Eq. (21) can be further simplified by assuming that the ve-
locity vx,y(t) = − (dx/dt, dy/dt) is constant for a small
enough ∆t, arriving at the well-known idealized model for
the generation of events [7]

∆Īx,y(t) ≈
(
∂R̄(t)

∂x

dx

dt
+

∂R̄(t)

∂y

dy

dt

)
∆t

≈ −∇R̄x,y(t) · vx,y(t)∆t. (22)

B. Adaptive Decay Process Derivations
To solve Eq. (12), we observe that the method of separa-

tion of variables can be used as follows:

da(t)

dt
= −a2(t)

da(t)

a2(t)
= −dt∫

da(t)

a2(t)
= −

∫
dt

− 1

a(t)
= −t−A

a(t) =
1

A+ t
. (23)

where A is a constant. For the initial condition a(0), we
have that

a(0) =
1

A
, (24)

which by plugging into Eq. (23), Eq. (13) is obtained:

a(t) =
1

1

a(0)
+ t

=
1

1 + a(0)t
a(0). (25)

To obtain the recursive expression given by Eq. (14),
from Eq. (13) we have that

a(tp) =
a(0)

1 + a(0)tp

a(0) = a(tp) + a(0)a(tp)tp

a(0) (1− a(tp)tp) = a(tp)

a(0) =
a(tp)

1− a(tp)tp
. (26)

Substituting Eq. (26) into Eq. (13), we obtain the recursive
expression given by Eq. (14), as follows:

a(t) =

a(tp)

1− a(tp)tp

1 +
a(tp)

1− a(tp)tp
t

=
a(tp)

1− a(tp)tp + a(tp)t

=
1

1 + a(tp)(t− tp)
a(tp). (27)

C. Additional Results
C.1. Asynchronous Spatial Convolution

As mentioned in Sec. 5.2, to compare the proposed adap-
tive decay with the asynchronous event-based convolution
baseline [35], we take snapshots at certain timestamps of
the state of applying the asynchronous spatial convolu-
tion and measure the image similarity with the real log-
frames gradient magnitude. This evaluation aims to demon-
strate that the proposed method can globally adapt to event
stream dynamics by yielding sharp edge-like images at any
time. Ideally, each snapshot should contain a number of
events approximately equal to a “global 1-pixel displace-
ment”. From Eq. (22), if we separate the right-hand compo-
nents by using the Cauchy-Schwarz inequality and setting
|∆x| = |v∆t| = 1, we obtain |∆Ī| ≤ |∇R̄||∆x| ≈ |∇Ī|,
assuming the illumination and temporal reflectance are con-
stant. Although equality only holds when the gradient and
the motion are parallel, it empirically provides a reason-
able ground truth, as exemplified in Fig. 7. The DAVIS
dataset [24] already includes the real grayscale frames cap-
tured by a DAVIS 240C event camera. The timestamps
chosen to evaluate the image similarity correspond to the
frames’ timestamps; thus no frame interpolation is required
to be performed.



SSIM MSSIM
Method 1 2 3 4 T 1 2 3 4 T

r
o
t
a
t
i
o
n Baseline (τ = 1) 0.36 0.37 0.37 0.35 0.36 0.46 0.52 0.53 0.52 0.51

Baseline (τ = 10) 0.39 0.36 0.33 0.31 0.35 0.58 0.56 0.52 0.50 0.54
Baseline (τ = 100) 0.30 0.21 0.16 0.14 0.20 0.46 0.39 0.34 0.32 0.38
Adaptive 0.39 0.38 0.35 0.33 0.36 0.56 0.58 0.56 0.54 0.56

t
r
a
n
s
l
a
t
i
o
n Baseline (τ = 1) 0.36 0.38 0.44 0.40 0.39 0.42 0.49 0.57 0.55 0.51

Baseline (τ = 10) 0.40 0.40 0.44 0.39 0.41 0.57 0.58 0.62 0.58 0.59
Baseline (τ = 100) 0.36 0.29 0.27 0.24 0.29 0.51 0.46 0.44 0.41 0.45
Adaptive 0.40 0.41 0.44 0.41 0.42 0.55 0.58 0.63 0.60 0.59

Table 8. Image similarity index by intervals of 15 seconds averaged over all the rotation and translation sequences from
dataset [24]. Each sub-interval is identified by the corresponding number from 1 to 4, and T corresponds to the average performance,
as reported in Tab. 2. The time constants τ are in milliseconds. Higher is better.

Dataset τ1 τ2 R1 R2 C1 C2

PokerDVS [37] 1 5 2 4 16 32N-MNIST [29] 20 200

Table 9. HOTS [17] setup. For each layer l, Rl is the size of the
time-surface neighborhood, Cl is the number of cluster centers and
τl is the time constant in milliseconds of the exponential decay (5).

Tab. 8 reports the quantitative performance on image
similarity index by intervals of 15 seconds. Overall, the
spatial dynamics remain more or less constant, whereas the
motion dynamics increase with each interval. The results
show that the proposed adaptive decay process successfully
adapts to the scene dynamics since it consistently outper-
forms the constant decay baseline for all intervals.

Fig. 7 corroborates this since, as shown, the proposed
adaptive decay process achieves an almost constant perfor-
mance independently of the scene dynamics. In contrast, for
example, the performance of the baseline with the constant
decay process whereby the time constant τ is fixed to 1 mil-
lisecond increases with each interval since the correspond-
ing motion dynamics also increase; conversely, the perfor-
mance whereby τ is fixed to 100 milliseconds decreases
with each interval. The performance with the time constant
τ fixed to 10 milliseconds represents a compromise, and it
has been commonly applied in the literature [1, 35, 42].

Fig. 8 presents some qualitative results that demonstrate
the output of applying the event-based convolution meth-
ods [35] with different time constants and the proposed
adaptive decay process. Overall, the proposed adaptive de-
cay process produces sharper and clearer images.

C.2. HOTS Hyper-Parameters

The hyper-parameters of the HOTS [17] architecture
composed of 2 layers are presented in Tab. 9.

MSE (↓) SSIM (↑) MSSIM (↑)

calibration 0.08 0.43 0.65
dynamic 6dof 0.17 0.28 0.43
office zigzag 0.10 0.38 0.60
poster 6dof 0.08 0.36 0.56
shapes 6dof 0.07 0.34 0.25
slider depth 0.07 0.37 0.52

Table 10. Baseline image reconstruction evaluation breakdown on
DAVIS [24] sequences.

C.3. Image Intensity Reconstruction

Since the timestamps of the event batches most likely
will not coincide with frame timestamps, to obtain the
ground-truth frames, we perform frame interpolation us-
ing FILM [34]8 at the event batches timestamps. We also
evaluate the image reconstruction on the full duration of the
DAVIS [24] sequences, which explains why the MSE and
SSIM results reported in this work are worse than the ones
reported in the original paper [30].

Tabs. 10 and 11 present a breakdown of the image recon-
struction evaluation on DAVIS [24] sequences of the base-
line and in function of the weight threshold w, respectively.

Tab. 12 reports the performance on image reconstruction
on DAVIS [24] sequences, whereby the trained network fol-
lows the baseline procedure, and only the inference event
stream is partitioned according to the proposed adaptive de-
cay process. The results empirically corroborate that an
weight threshold w between 0.05 and 0.10 achieves the best
overall performance. This also indicates that the proposed
adaptive decay process can still be used after a network has
been previously trained based on event data that has been
partitioned according to other criteria.

Finally, Figs. 9 and 10 show some qualitative results on
image reconstruction on DAVIS [24] sequences.

8https://github.com/google-research/frame-interpolation.

https://github.com/google-research/frame-interpolation
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Figure 7. Image similarity index box plots by intervals of 15 seconds on the rotation and translation sequences from dataset [24].
The time constants τ are in milliseconds.

MSE (↓) SSIM (↑) MSSIM (↑)
w 0.01 0.05 0.10 0.15 0.20 0.25 0.01 0.05 0.10 0.15 0.20 0.25 0.01 0.05 0.10 0.15 0.20 0.25

calibration 0.13 0.08 0.13 0.18 0.17 0.16 0.21 0.40 0.30 0.21 0.11 0.11 0.40 0.63 0.44 0.17 0.10 0.08
dynamic 6dof 0.21 0.13 0.15 0.17 0.22 0.16 0.18 0.30 0.30 0.29 0.16 0.24 0.33 0.46 0.46 0.43 0.12 0.30
office zigzag 0.17 0.08 0.10 0.14 0.21 0.16 0.20 0.39 0.33 0.23 0.11 0.13 0.38 0.63 0.55 0.36 0.09 0.19
poster 6dof 0.10 0.07 0.07 0.09 0.13 0.11 0.20 0.39 0.36 0.31 0.14 0.21 0.35 0.58 0.55 0.45 0.13 0.25
shapes 6dof 0.07 0.07 0.04 0.04 0.11 0.05 0.32 0.31 0.44 0.49 0.27 0.58 0.26 0.28 0.37 0.40 0.10 0.54
slider depth 0.10 0.08 0.08 0.10 0.16 0.15 0.25 0.37 0.37 0.29 0.09 0.22 0.44 0.50 0.48 0.31 0.00 0.17

Table 11. Image reconstruction evaluation breakdown in function of the weight threshold w on DAVIS [24] sequences. Best and second
values per sequence are highlighted in bold and underlined, respectively.



t = 0.733092

Sub-interval #1
t = 20.077788

Sub-interval #2
t = 35.015947

Sub-interval #3
t = 52.553963

Sub-interval #4

SSIM = 0.76, MSSIM = 0.63

SSIM = 0.80, MSSIM = 0.79

SSIM = 0.77, MSSIM = 0.87

SSIM = 0.79, MSSIM = 0.79

SSIM = 0.77, MSSIM = 0.80

SSIM = 0.72, MSSIM = 0.81

SSIM = 0.28, MSSIM = 0.42

SSIM = 0.72, MSSIM = 0.85

SSIM = 0.75, MSSIM = 0.83

SSIM = 0.66, MSSIM = 0.76

SSIM = 0.31, MSSIM = 0.41

SSIM = 0.67, MSSIM = 0.83

SSIM = 0.77, MSSIM = 0.81

SSIM = 0.70, MSSIM = 0.80

SSIM = 0.24, MSSIM = 0.45

SSIM = 0.69, MSSIM = 0.83

G
ra

di
en

tM
ag

ni
tu

de
τ
=

1
τ
=

1
0

τ
=

1
0
0

A
da

pt
iv

e

Figure 8. Image similarity index at certain timestamps on the shapes rotation sequence [24]. (First row) Frame-based gradient
magnitudes. (Second to fourth rows) Snapshots of the state of the asynchronous spatial convolution using the constant decay process. (Last
row) Snapshots of the state of the asynchronous spatial convolution using the proposed adaptive decay process. The time constants τ are
in milliseconds.



MSE (↓) SSIM (↑) MSSIM (↑)
w 0.01 0.05 0.10 0.15 0.20 0.25 0.01 0.05 0.10 0.15 0.20 0.25 0.01 0.05 0.10 0.15 0.20 0.25

calibration 0.08 0.10 0.15 0.18 0.18 0.18 0.40 0.41 0.33 0.29 0.25 0.21 0.64 0.61 0.47 0.35 0.29 0.24
dynamic 6dof 0.13 0.16 0.19 0.21 0.23 0.23 0.24 0.29 0.28 0.27 0.25 0.23 0.37 0.44 0.45 0.44 0.43 0.40
office zigzag 0.08 0.11 0.13 0.15 0.16 0.16 0.35 0.37 0.34 0.30 0.26 0.22 0.58 0.59 0.54 0.48 0.42 0.35
poster 6dof 0.08 0.07 0.08 0.08 0.09 0.10 0.31 0.37 0.37 0.36 0.34 0.32 0.47 0.56 0.57 0.56 0.52 0.48
shapes 6dof 0.09 0.09 0.08 0.07 0.07 0.06 0.25 0.33 0.39 0.42 0.44 0.44 0.20 0.21 0.22 0.26 0.31 0.35
slider depth 0.08 0.08 0.08 0.09 0.10 0.10 0.36 0.34 0.36 0.33 0.30 0.28 0.52 0.49 0.49 0.45 0.40 0.35

Average 0.09 0.10 0.12 0.13 0.14 0.14 0.32 0.35 0.35 0.33 0.31 0.28 0.46 0.48 0.46 0.42 0.40 0.36

Table 12. Baseline image reconstruction evaluation breakdown on DAVIS [24] sequences. Distinctively from Tab. 11, the training follows
the baseline procedure, and only the inference event stream is partitioned in function of the weight threshold w. Best and second values
per sequence are highlighted in bold and underlined, respectively.
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Figure 9. Qualitative comparison of image intensity reconstruction on DAVIS [24] sequences.
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Figure 10. Qualitative comparison of image intensity reconstruction on DAVIS [24] sequences. Distinctively from Fig. 9, the training
follows the baseline procedure, and only the inference event stream is partitioned in function of the weight threshold w.
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