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A. Details of the Test Sets
This section provides the details of our test sets summa-

rized in Tab. 1. To give a general overview, while construct-
ing our datasets, we impose restrictions for a more princi-
pled evaluation:

• We ensure that there is at least one ID object in the
images of DID (and also in the ones in T (DID)) to
avoid a situation that an ID image does not include any
ID object.

• DOOD images does not include any foreground object.
Besides, we use detection datasets with different ID
classes (iNat, Obj365 and SVHN) than our DTrain to
promote OOD objects in OOD images.

In the following, we present how we curate each of
these test splits, that are (i) Obj45K and BDD45K as
DID; (ii) Obj45K-C and BDD45K-C as T (DID); and (iii)
SiNObj110K-OOD as DOOD.

A.1. Obj45K and BDD45K Splits

We construct DID from different but semantically simi-
lar datasets; thereby introducing domain-shift to be reflec-
tive of the challenges faced by detectors in practice such
as distribution shifts over time or lack of data in a partic-
ular environment. To do so, we employ Objects365 [63]
for our SAOD-Gen use-case using COCO as ID data and
BDD100K for our SAOD-AV use-case with nuImages com-
prising the ID data. In the following, we discuss the specific
details how we constructed our Obj45K and BDD45K splits
from these datasets.

A.1.1 Obj45K Split

We rely on Objects365 [63] to construct our Gen-OD ID
test set. Similar to COCO [43], which we use for training
and validation in our Gen-OD setting, Objects365 is a gen-
eral object detection dataset. On the other hand, Object365
includes 365 different classes, which is significantly larger
than the 80 different classes in COCO dataset. Therefore,
using images from Objects365 to evaluate a model trained
on COCO requires a proper matching between the classes
of COCO with those of Objects365. Fortunately, by de-
sign, Objects365 already includes most of the classes of
COCO in order to facilitate using these datasets together.
However, we inspect the classes in those datasets more thor-
oughly to prove a more proper one-to-many matching from
COCO classes to Objects365 classes. As an example, ex-
amining the objects labelled as chair in COCO dataset,
we observe that wheelchairs also pertain to the chair class
of COCO. However, in Objects365 dataset, Wheelchair
and Chair are different classes. Therefore, in this case, we
match chair class of COCO not only with Chair but also
with Wheelchair of Objects365. Having said that, we
also note that due to high numbers of images and classes in

those datasets, it is not practical to have a manual inspection
over all images and classes. In the following, we present our
resulting matching between COCO and Objects365 classes:

’ p e r s o n ’ : ’ Pe r so n ’ ,
’ b i c y c l e ’ : ’ B i c y c l e ’ ,
’ c a r ’ : [ ’ Car ’ , ’SUV ’ , ’ S p o r t s Car ’ ,
’ Formula 1 ’ ] ,
’ m o t o r c y c l e ’ : ’ M o t o r c y c l e ’ ,
’ a i r p l a n e ’ : ’ A i r p l a n e ’ ,
’ bus ’ : ’ Bus ’ ,
’ t r a i n ’ : ’ T r a i n ’ ,
’ t r u c k ’ : [ ’ Truck ’ , ’ P ickup Truck ’ ,
’ F i r e Truck ’ , ’ Ambulance ’ ,
’ Heavy Truck ’ ] ,
’ b o a t ’ : [ ’ Boat ’ , ’ S a i l b o a t ’ , ’ Sh ip ’ ] ,
’ t r a f f i c l i g h t ’ : ’ T r a f f i c L i g h t ’ ,
’ f i r e h y d r a n t ’ : ’ F i r e Hydran t ’ ,
’ s t o p s i g n ’ : ’ S top Sign ’ ,
’ p a r k i n g mete r ’ : ’ P a r k i n g mete r ’ ,
’ bench ’ : ’ Bench ’ ,
’ b i r d ’ : [ ’ Wild Bi rd ’ , ’ Duck ’ ,
’ Goose ’ , ’ P a r r o t ’ , ’ Chicken ’ ] ,
’ c a t ’ : ’ Cat ’ ,
’ dog ’ : ’Dog ’ ,
’ h o r s e ’ : ’ Horse ’ ,
’ sheep ’ : ’ Sheep ’ ,
’ cow ’ : ’Cow ’ ,
’ e l e p h a n t ’ : ’ E l e p h a n t ’ ,
’ b e a r ’ : ’ Bear ’ ,
’ z e b r a ’ : ’ Zebra ’ ,
’ g i r a f f e ’ : ’ G i r a f f e ’ ,
’ backpack ’ : ’ Backpack ’ ,
’ u m b r e l l a ’ : ’ Umbre l la ’ ,
’ handbag ’ : ’ Handbag / S a t c h e l ’ ,
’ t i e ’ : [ ’ T ie ’ , ’Bow Tie ’ ] ,
’ s u i t c a s e ’ : ’ Luggage ’ ,
’ f r i s b e e ’ : ’ F r i s b e e ’ ,
’ s k i s ’ : ’ S k i b o a r d ’ ,
’ snowboard ’ : ’ Snowboard ’ ,
’ s p o r t s b a l l ’ : [ ’ B a s e b a l l ’ , ’ So c ce r ’ ,
’ B a s k e t b a l l ’ , ’ B i l l a r d s ’ ,
’ American F o o t b a l l ’ , ’ V o l l e y b a l l ’ ,
’ Gol f B a l l ’ , ’ Tab le Te nn i s ’ , ’ T en n i s ’ ] ,
’ k i t e ’ : ’ K i t e ’ ,
’ b a s e b a l l b a t ’ : ’ B a s e b a l l Bat ’ ,
’ b a s e b a l l g l o v e ’ : ’ B a s e b a l l Glove ’ ,
’ s k a t e b o a r d ’ : ’ S k a t e b o a r d ’ ,
’ s u r f b o a r d ’ : ’ S u r f b o a r d ’ ,
’ t e n n i s r a c k e t ’ : ’ T en n i s Racke t ’ ,
’ b o t t l e ’ : ’ B o t t l e ’ ,
’ wine g l a s s ’ : ’ Wine G l a s s ’ ,
’ cup ’ : ’Cup ’ ,
’ f o r k ’ : ’ Fork ’ ,



’ k n i f e ’ : ’ Kn i fe ’ ,
’ spoon ’ : ’ Spoon ’ ,
’ bowl ’ : ’ Bowl / Bas in ’ ,
’ banana ’ : ’ Banana ’ ,
’ a p p l e ’ : ’ Apple ’ ,
’ sandwich ’ : ’ Sandwich ’ ,
’ o r an g e ’ : ’ Orange / T a n g e r i n e ’ ,
’ b r o c c o l i ’ : ’ B r o c c o l i ’ ,
’ c a r r o t ’ : ’ C a r r o t ’ ,
’ h o t dog ’ : ’ Hot dog ’ ,
’ p i z z a ’ : ’ P i z z a ’ ,
’ donu t ’ : ’ Donut ’ ,
’ cake ’ : ’ Cake ’ ,
’ c h a i r ’ : [ ’ C h a i r ’ , ’ W h e e l c h a i r ’ ] ,
’ couch ’ : ’ Couch ’ ,
’ p o t t e d p l a n t ’ : ’ P o t t e d P l a n t ’ ,
’ bed ’ : ’ Bed ’ ,
’ d i n i n g t a b l e ’ : ’ Dinn ing Tab le ’ ,
’ t o i l e t ’ : [ ’ T o i l e t ’ , ’ U r i n a l ’ ] ,
’ t v ’ : ’ Mon i t e r /TV ’ ,
’ l a p t o p ’ : ’ Laptop ’ ,
’ mouse ’ : ’ Mouse ’ ,
’ r emote ’ : ’ Remote ’ ,
’ keyboard ’ : ’ Keyboard ’ ,
’ c e l l phone ’ : ’ C e l l Phone ’ ,
’ microwave ’ : ’ Microwave ’ ,
’ oven ’ : ’ Oven ’ ,
’ t o a s t e r ’ : ’ T o a s t e r ’ ,
’ s i n k ’ : ’ S ink ’ ,
’ r e f r i g e r a t o r ’ : ’ R e f r i g e r a t o r ’ ,
’ book ’ : ’ Book ’ ,
’ c l o c k ’ : ’ Clock ’ ,
’ va se ’ : ’ Vase ’ ,
’ s c i s s o r s ’ : ’ S c i s s o r s ’ ,
’ t e d d y b e a r ’ : ’ S t u f f e d Toy ’ ,
’ h a i r d r i e r ’ : ’ Ha i r Dryer ’ ,
’ t o o t h b r u s h ’ : ’ T o o t h b r u s h ’

Having matched the ID classes, we label the remaining
classes of Objects365 either as “OOD” or “ambiguous”.
Specifically, a class is labelled as OOD if COCO classes
(or nuImages classes that we are interested in) do not con-
tain that class and they will be discussed in Section A.3.
Subsequently, we label a class as an ambiguous class in the
cases that we cannot confidently categorize the class neither
as ID nor as OOD. As an example, having examined quite
a few COCO images with bottle class, we haven’t ob-
served a flask, which is an individual class of Objects365
(Flask). Still, as there might be instances of flask labelled
as bottle class in COCO, we categorize Flask class of
Objects365 as ambiguous and do not use any of the images
in Objects that has a Flask object in it. Following this, we
identify the following 25 out of 365 classes in Objects365
as ambiguous:

’ N i g h t s t a n d ’ , ’ Desk ’ , ’ Co f f e e Tab le ’ ,
’ S ide Tab le ’ , ’ Watch ’ , ’ S t o o l ’ ,
’ Machinery V e h i c l e ’ , ’ T r i c y c l e ’ ,
’ C a r r i a g e ’ , ’ Rickshaw ’ , ’Van ’ ,
’ T r a f f i c S ign ’ , ’ Speed L i m i t S ign ’ ,
’ Crosswalk Sign ’ , ’ F lower ’ , ’ Te lephone ’ ,
’ T a b l e t ’ , ’ F l a s k ’ , ’ B r i e f c a s e ’ ,
’ Egg t a r t ’ , ’ P i e ’ , ’ D e s s e r t ’ , ’ Cookies ’ ,
’ W a l l e t / P u r s e ’

Finally, we collect 45K images for Obj45K split from
validation set of Objects365 that contains (i) at least one ID
object based on the one-to-many matching between classes
of COCO and Objects365; and (ii) no object from an am-
biguous class. Compared to COCO val set with 5K images
with 36K annotated objects, our Gen-OD ID test has 45K
images with 237K objects, significantly outnumbering the
val set which is commonly used to analyse and test the mod-
els mainly in terms of robustness aspects. Fig. A.6(a) com-
pares the number of objects for Obj45K split and COCO val
set, showing that the number of objects for each class of our
Obj45K split is for almost classes (except 2 of 80 classes)
larger than the COCO val set. This large number of objects
enables us to evaluate the models thoroughly.

A.1.2 BDD45K Split

Considering that the widely-used AV datasets [4, 10, 16,
65, 73] have pedestrian, vehicle and bicycle in
common, we consider these three classes as ID classes of
our SAOD-AV use-case4. Then, similar to how we ob-
tain Obj45K, we match these classes of nuImages with the
classes of BDD100K, resulting in the following one-to-
many matching:

’ p e d e s t r i a n ’ : [ ’ p e d e s t r i a n ’ ,
” o t h e r p e r s o n ” ] ,
’ v e h i c l e ’ : [ ’ c a r ’ , ’ t r u c k ’ , ’ bus ’ ,
’ m o t o r c y c l e ’ , ’ t r a i n ’ , ” t r a i l e r ” ,
” o t h e r v e h i c l e ” ] ,
’ b i c y c l e ’ : ’ b i c y c l e ’

On the other hand, we observe a key difference in anno-
tating bicycle and motorcycle classes between nuIm-
ages and BDD100K datasets. Specifically, while BDD100K
has an additional class rider that is annotated separately
from bicycle and motorcycle objects, the riders of bi-
cycle and motorcycle are instead included in the annotated
bounding box of bicycle and motorcycle objects in
nuImages dataset. In order to align the annotations of these
classes between BDD100K and nuImages and provide a
consistent evaluation, we aim to rectify the bounding box
annotations of these classes in BDD100K dataset such that
they follow the annotations of nuImages. Particularly, there

4Accordingly, we the models for SAOD-AV for these three classes.
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Figure A.6. Distribution of the objects over classes from our test sets and existing val sets. For both SAOD-Gen and SAOD-AV use-cases,
our DID have more objects nearly for all classes to provide a thorough evaluation. Note that y-axes are in log-scale.

(a) BDD100K-style annotations (b) NuImages-style annotations (obtained by Hungarian matching)

Figure A.7. Aligning the annotations of certain classes in BDD100K and nuImages datasets while curating our BDD45K test set. The
riders and ridables (bicycles or motorcycles) need to be combined properly in (a). In this example, both of the rider objects are properly
assigned to the corresponding bicycle objects by our simple method relying on Hungarian algorithm. In (b), which we use as a test image
in our BDD45K, the bounding boxes are combined by finding the smallest enclosing bounding box and the objects are labelled as bicycles.

should be no rider class but bicycle and motorcycle
objects include their riders in the resulting annotations. To
do so, we use a simple matching algorithm on BDD100K
images to combine bicycle and motorcycle objects with
their riders. In particular, given an image, we identify first
objects from bicycle, motorcycle and rider cate-
gories. Then, we group bicycle and motorcycle ob-
jects as “rideables” and compute IoU between each ride-
able and rider object. Given this matrix of representing the
proximity between each rideable and rider object in terms
of their IoUs, we assign riders to rideables by maximizing
the total IoU using the Hungarian assignment algorithm [3].
Furthermore, we include a sanity check to avoid possible
matching errors, e.g., in which a rideable object might be
combined with a rider in a further location in the image due
to possible annotation errors. Specifically, our simple sanity
is to require a minimum IoU overlap of 0.10 between a rider
and its assigned rideable in the resulting assignment from

the Hungarian algorithm. Otherwise, if any of the riders is
assigned to a rideable object with an IoU less than 0.10 in an
image, we simply do not include this image in our BDD45K
test set. Finally, exploiting the assignment result, we obtain
the bounding box annotation using the smallest enclosing
bounding box including both the bounding box of the rider
and that of the rideable object. As for the category annota-
tion of the object, we simply use the category of the ride-
able, which is either bicycle or motorcycle. Fig. A.7
presents an example in which we convert BDD100K anno-
tations of these specific classes into the nuImages format.
To validate our approach, we manually examine more than
2500 images in BDD45K test set and observe that it is ef-
fective to align the annotations of nuImages and BDD100K.

Overall, using this strategy, we collect 45K images from
training and validation sets of BDD100K and construct
our BDD45K split. We would like to highlight that our
BDD45K dataset is diverse and extensive, where (i) it is
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Figure A.8. The diversity of BDD45K split in terms of weather, time of day and scene counts.

larger compared to 16K images of nuImages val set; and (ii)
it includes 543K objects in total, significantly larger than the
number of objects from these 3 classes in nuImages val set
with 96K objects. Please refer to Fig. A.6(b) for quantita-
tive comparison. In terms of diversity, our BDD45K (DID)
comes from a different distribution than nuImages (DTrain);
thereby introducing natural covariate shift. Fig. A.8 il-
lustrates that our BDD45K is very diverse and it is col-
lected from different cities using different camera types than
nuImages (DTrain). As a result, as we will see in Sec. B,
the accuracy of the models drops significantly from DVal

to DID even before the corruptions are employed. We note
that ImageNet-C corruptions are then applied to this dataset,
further increasing the domain shift.

A.2. Obj45K-C and BDD45K-C Splits

While constructing Obj45K-C and BDD45K-C as
T (DID), we use the following 15 different corruptions from
4 main groups [25]:

• Noise. gaussian noise, shot noise, impulse noise,
speckle noise

• Blur. defocus blur, motion blur, gaussian blur

• Weather. snow, frost, fog, brightness

• Digital. contrast, elastic transform, pixelate, jpeg com-
pression

Then, given an image for a particular severity level that can
be 1, 3 or 5, we randomly sample a transformation and ap-
ply to the image. In such a way, we obtain 3 different copies
of Obj45K and BDD45K during evaluation.

We outline in the definition of the SAOD task (Sec. 3)
that an image with a corruption severity 5 might not con-
tain enough cues to perform object detection reliably and
that a SAODET is flexible to accept or reject such images
as long as it yields accurate and calibrated detections on the
accepted ones. To provide insight of providing this flexi-
bility, Fig. A.9 presents example corruptions with severity
5. Note that several cars in the corrupted images above and
birds in the ones below are not visible any more due to the
severity of the corruption. As notable examples, some of the
cars in Fig. A.9(b) and the birds in Fig. A.9(h) Fig. A.9(h)
are not visible. As a result, instead of enforcing the detector
to predict all of the objects accurately, we do not penalize a

detector as long as it can infer that it is uncertain and rejects
such images with high corruption severity.

A.3. SiNObj110K-OOD Split

This split is designed to evaluate the reliability of the
uncertainties. Following similar work [13, 21], we ensure
that the images in our OOD test set do not include any object
from ID classes. Specifically, in order to use SiNObj110K-
OOD within both SAOD-Gen and SAOD-AV datasets, we
select an image to SiNObj110K-OOD if the image does not
include an object from either of the ID classes of Obj45K or
BDD45K (DID). Then, we collect 110K images from three
different detection datasets as detailed below:

• SVHN subset of SiNObj110K-OOD. We include all
46470 full numbers (not cropped digits) using both
training and test sets of SVHN dataset in our OOD test
set.

• iNaturalist OOD subset of SiNObj110K-OOD. We use
the validation set of iNaturalist 2017 object detection
dataset to obtain our iNaturalist dataset. Specifically,
we include 28768 images in our OOD test set with the
following classes:

’ A c t i n o p t e r y g i i ’ , ’ Amphibia ’ ,
’ Animal ia ’ , ’ Arachnida ’ ,
’ I n s e c t a ’ , ’ Mol lusca ’ , ’ R e p t i l i a ’

• Objects365 OOD subset of SiNObj110K-OOD. To se-
lect images for our OOD test set from Objects365
dataset, we use the following classes as OOD:

’ S n e a k e r s ’ , ’ O the r Shoes ’ , ’ Hat ’ ,
’Lamp ’ , ’ G l a s s e s ’ , ’ S t r e e t L i g h t s ’ ,
’ C a b i n e t / s h e l f ’ , ’ B r a c e l e t ’ ,
’ P i c t u r e / Frame ’ , ’ Helmet ’ , ’ Gloves ’ ,
’ S t o r a g e box ’ , ’ L e a t h e r Shoes ’ , ’ F l ag ’ ,
’ P i l l o w ’ , ’ Boots ’ , ’ Microphone ’ ,
’ Neck lace ’ , ’ Ring ’ , ’ B e l t ’ ,
’ Speake r ’ , ’ T rash b i n Can ’ , ’ S l i p p e r s ’ ,
’ B a r r e l / b u c k e t ’ , ’ S a n d a l s ’ , ’ Ba kse t ’ ,
’Drum ’ , ’ Pen / P e n c i l ’ , ’ High Hee l s ’ ,
’ G u i t a r ’ , ’ C a r p e t ’ , ’ Bread ’ , ’ Camera ’ ,
’ Canned ’ , ’ T r a f f i c cone ’ , ’ Cymbal ’ ,
’ L i f e s a v e r ’ , ’ Towel ’ , ’ Candle ’ ,
’ Awning ’ , ’ F a u c e t ’ , ’ Ten t ’ , ’ M i r r o r ’ ,



(a) Clean Image - BDD45K (b) Constrast (c) Motion Blur (d) Snow

(e) Clean Image - Obj45K (f) JPEG compression (g) Elastic transform (h) Frost

Figure A.9. Clean and corrupted images using different transformations at severity 5 from AV-OD (upper row) and Gen-OD (lower row)
use-cases. We do not penalize a detector if it can infer that it is uncertain and rejects such images with high corruption severity.

’ Power o u t l e t ’ , ’ Ai r C o n d i t i o n e r ’ ,
’ Hockey S t i c k ’ , ’ P add l e ’ , ’ B a l l o n ’ ,
’ T r i po d ’ , ’ Hanger ’ ,
’ B l a c k b o a r d / Whi teboard ’ , ’ Napkin ’ ,
’ O the r F i s h ’ , ’ T o i l e t r y ’ , ’ Tomato ’ ,
’ L a n t e r n ’ , ’ Fan ’ , ’ Pumpkin ’ ,
’ Tea p o t ’ , ’ Head Phone ’ , ’ S c o o t e r ’ ,
’ S t r o l l e r ’ , ’ Crane ’ , ’Lemon ’ ,
’ S u r v e i l l a n c e Camera ’ , ’ Jug ’ , ’ P iano ’ ,
’Gun ’ , ’ S k a t i n g and S k i i n g s h o e s ’ ,
’ Gas s t o v e ’ , ’ S t r a w b e r r y ’ ,
’ O the r B a l l s ’ , ’ Shove l ’ , ’ Pepper ’ ,
’ Computer Box ’ , ’ T o i l e t Pape r ’ ,
’ C l e a n i n g P r o d u c t s ’ , ’ C h o p s t i c k s ’ ,
’ P igeon ’ , ’ C u t t i n g / chopp ing Board ’ ,
’ Marker ’ , ’ Ladder ’ , ’ R a d i a t o r ’ ,
’ Grape ’ , ’ P o t a t o ’ , ’ Sausage ’ ,
’ V i o l i n ’ , ’ Egg ’ , ’ F i r e E x t i n g u i s h e r ’ ,
’ Candy ’ , ’ C o n v e r t e r ’ , ’ B a t h t u b ’ ,
’ Gol f Club ’ , ’ Cucumber ’ ,
’ C i g a r / C i g a r e t t e ’ , ’ P a i n t Brush ’ ,
’ Pea r ’ , ’ Hamburger ’ ,
’ E x t e n t i o n Cord ’ , ’ Tong ’ , ’ F o l d e r ’ ,
’ e a r p h o n e ’ , ’Mask ’ , ’ K e t t l e ’ ,
’ Swing ’ , ’ Co f f e e Machine ’ , ’ S l i d e ’ ,
’ Onion ’ , ’ Green beans ’ , ’ P r o j e c t o r ’ ,
’ Washing Machine / Drying Machine ’ ,
’ P r i n t e r ’ , ’ Watermelon ’ , ’ Saxophone ’ ,
’ T i s s u e ’ , ’ I c e cream ’ , ’ H o t a i r b a l l o n ’ ,
’ C e l l o ’ , ’ F rench F r i e s ’ , ’ S c a l e ’ ,
’ Trophy ’ , ’ Cabbage ’ , ’ B l e n d e r ’ ,
’ Peach ’ , ’ Rice ’ , ’ Deer ’ , ’ Tape ’ ,
’ Cosme t i c s ’ , ’ Trumpet ’ , ’ P i n e a p p l e ’ ,
’Mango ’ , ’Key ’ , ’ Hurd le ’ ,
’ F i s h i n g Rod ’ , ’ Medal ’ , ’ F l u t e ’ ,

’ Brush ’ , ’ Pengu in ’ , ’ Megaphone ’ ,
’ Corn ’ , ’ L e t t u c e ’ , ’ G a r l i c ’ ,
’Swan ’ , ’ H e l i c o p t e r ’ , ’ Green Onion ’ ,
’ Nuts ’ , ’ I n d u c t i o n Cooker ’ ,
’ Broom ’ , ’ Trombone ’ , ’ Plum ’ ,
’ G o l d f i s h ’ , ’ Kiwi f r u i t ’ ,
’ R ou t e r / modem ’ , ’ Poker Card ’ ,
’ Shrimp ’ , ’ S u s h i ’ , ’ Cheese ’ ,
’ No tepape r ’ , ’ Cher ry ’ , ’ P l i e r s ’ ,
’CD’ , ’ P a s t a ’ , ’Hammer ’ ,
’ Cue ’ , ’ Avocado ’ , ’ Hamimelon ’ ,
’ Mushroon ’ , ’ S c r e w d r i v e r ’ , ’ Soap ’ ,
’ R e c o r d e r ’ , ’ E g g p l a n t ’ ,
’ Board E r a s e r ’ , ’ Coconut ’ ,
’ Tape Measur / R u l e r ’ , ’ P ig ’ ,
’ Showerhead ’ , ’ Globe ’ , ’ Chips ’ ,
’ S t e a k ’ , ’ S t a p l e r ’ , ’ Campel ’ ,
’ Pomegrana te ’ , ’ Dishwasher ’ ,
’ Crab ’ , ’ Meat b a l l ’ , ’ Rice Cooker ’ ,
’ Tuba ’ , ’ C a l c u l a t o r ’ ,
’ Papaya ’ , ’ A n t e l o p e ’ , ’ S e a l ’ ,
’ B u t t e f l y ’ , ’ Dumbbell ’ ,
’ Donkey ’ , ’ Lion ’ , ’ Dolph in ’ ,
’ E l e c t r i c D r i l l ’ , ’ J e l l y f i s h ’ ,
’ T r e a d m i l l ’ , ’ L i g h t e r ’ ,
’ G r a p e f r u i t ’ , ’Game board ’ ,
’Mop ’ , ’ Rad i sh ’ ,
’ Baozi ’ , ’ T a r g e t ’ , ’ F rench ’ ,
’ S p r i n g R o l l s ’ , ’ Monkey ’ , ’ R a b b i t ’ ,
’ P e n c i l Case ’ , ’Yak ’ ,
’ Red Cabbage ’ , ’ B i n o c u l a r s ’ ,
’ Asparagus ’ , ’ B a r b e l l ’ ,
’ S c a l l o p ’ , ’ Noddles ’ ,
’Comb ’ , ’ Dumpling ’ ,
’ O y s t e r ’ , ’ Green V e g e t a b l e s ’ ,



Table A.8. COCO-style AP of the used object detectors on val-
idation set (DVal) and test set (DID), along with their corrupted
versions (T (DVal) and T (DID)).

Dataset Detector DVal
T (DVal) DID

T (DID)
C1 C3 C5 C1 C3 C5

F-RCNN 39.9 31.3 20.3 10.8 27.0 20.3 12.8 6.9
RS-RCNN 42.0 33.7 21.8 11.6 28.6 21.7 13.7 7.3

SAOD ATSS 42.8 33.9 22.3 11.9 28.8 22.0 14.0 7.3
Gen D-DETR 44.3 36.2 24.0 12.2 30.5 23.4 15.4 8.0

NLL-RCNN 40.1 31.0 20.0 11.6 26.9 20.3 12.9 6.8
ES-RCNN 40.3 31.6 20.3 11.7 27.2 20.6 13.0 6.9

SAOD F-RCNN 55.0 44.9 31.1 16.7 23.2 19.8 12.8 7.2
AV ATSS 56.9 47.1 34.1 18.9 25.1 21.7 14.8 8.6

’ Cosme t i c s Brush / E y e l i n e r P e n c i l ’ ,
’ Chainsaw ’ , ’ E r a s e r ’ , ’ L o b s t e r ’ ,
’ Dur ian ’ , ’ Okra ’ , ’ L i p s t i c k ’ ,
’ T r o l l e y ’ , ’ Cosme t i c s M i r r o r ’ ,
’ C u r l i n g ’ , ’ Hoverboard ’ ,
’ P l a t e ’ , ’ Po t ’ ,
’ E x t r a c t o r ’ , ’ Tab le T e n i i s p a d d l e ’

Using both training and validation sets of Objects365,
we collect 35190 images that only contains objects
from above classes.

Consequently, our resulting SiNObj110K-OOD is both
diverse and extensive compared to the datasets introduced in
previous work [13, 21] which includes around 1-2K images
and is collected from a single dataset.

B. Details of the Used Object Detectors
Here we demonstrate the details of the selected object

detectors and ensure that their performance is inline with
their expected results. We build our SAOD framework
upon the mmdetection framework [7] since it enables us
using different datasets and models also with different de-
sign choices. As presented in Sec. 3, we use four conven-
tional and two probabilistic object detectors. We exploit
all of these detectors for our SAOD-Gen setting by training
them on the COCO training set as DTrain. We train all the
detectors with the exception of D-DETR. As for D-DETR,
we directly employ the trained D-DETR model released in
mmdetection framework. This D-DETR model is trained
for 50 epochs with a batch size of 32 images on 16 GPUs (2
images/GPU) and corresponds to the vanilla D-DETR (i.e.,
not its two-stage version and without iterative bounding box
refinement).

While training the detectors, we incorporate the multi-
scale training data augmentation used by D-DETR into
them in order to obtain stronger baselines. Specifically, the
multi-scale training data augmentation is sampled randomly
from two alternatives: (i) randomly resizing the shorter side

of the image within the range of [480, 800] by limiting its
longer size to 1333 and keeping the original aspect ratio; or
(ii) a sequence of

• randomly resizing the shorter side of the image within
the range of [400, 600] by limiting its longer size to
4200 and keeping the original aspect ratio,

• random cropping with a size of [384, 600],

• randomly resizing the shorter side of the cropped im-
age within the range of [480, 800] by limiting its
longer size to 1333 and keeping the original aspect ra-
tio.

Unless otherwise noted, we train all of the detectors (as
aforementioned, with the exception of D-DETR, which is
trained for 50 epochs following its recommended settings
[79]) for 36 epochs using 16 images in a batch on 8 GPUs.
Following the previous works, we use the initial learning
rates of 0.020 for F-RCNN, NLL-RCNN and ES-RCNN;
0.010 for ATSS; and 0.012 for RS-RCNN. We decay the
learning rate by a factor of 10 after epochs 27 and 33. As
a backbone, we use a ResNet-50 with FPN [41] for all the
models, as is common in practice. At test time, we simply
rescale the images to 800 × 1333 and do not use any test-
time augmentation. For the rest of the design choices, we
follow the recommended settings of the detectors.

As for SAOD-AV, we train F-RCNN [61] and ATSS [77]
on nuImages training set by following the same design
choices. We note that these models are trained using the
annotations of the three classes (pedestrian, vehicle
and bicycle) in nuImages dataset.

We display baseline results in Tab. A.8 on DVal,
T (DVal), DID and T (DID) data splits, which shows the
performance on the COCO val set (DVal of SAOD-Gen in
the table) is inline or higher with those published in the cor-
responding papers. We would like to note that the perfor-
mance on DVal is lower than that on DID due to (i) more
challenging nature of Object365/BDD100K compared to
COCO/nuImages and (ii) the domain shift between them.
As an example, AP drops ∼ 30 points from DVal (nuIm-
ages) to DID (BDD45K) even before the corruptions are ap-
plied. As expected, we also see a decrease in performance
with increasing severity of corruptions.

C. Further Details on Image-level Uncertainty

This section presents further details on image-level un-
certainty including the motivation behind; the definitions of
the used uncertainty estimation techniques; and more anal-
yses.



Figure A.10. (Left) An example image from the ID test set and
(Right) an example image from the OOD test set used by [13].
The flag is not an ID class but exists in both ID and OOD test
sets as indicated by red bounding boxes. Labelling the detections
corresponding to the flag as ID or OOD is non-trivial without
labelling every pixel in the images of the training set. Conversely,
current works label all detections from an ID image as ID and
those from an OOD image as OOD; and then compute AUROC
in detection-level using the measured uncertainty. This way of
detection-level OOD detection evaluation might not be ideal for
object detection.

C.1. Why is Detection-Level OOD Detection for Ob-
ject Detection Nontrivial?

As we motivated in Sec. 1 and Sec. 4, evaluating the
reliability of uncertainties using OOD detection task in
detection-level is conceptually non-trivial for object detec-
tion. This is because there is no clear definition as to which
detections can be considered ID and which cannot. To elab-
orate further, unknown objects may appear in two forms at
test time: (i) “known-unknowns”, which can manifest as
background and unlabelled objects in the training set or (ii)
“unknown-unknowns”, completely unseen objects, which
are not present in the training data. It is not possible to
split these unknown objects into the two categories without
having labels for every pixel in the training set [12]. Cur-
rent evaluation [13,21] however, does not adhere to this and
instead defines “an image” with no ID object as OOD but
assumes “any detection” in an OOD image is an OOD de-
tection, and vice versa for an ID image; thereby decreasing
the reliability of the evaluation. Fig. A.10 presents an exam-
ple from an existing ID and OOD test splits [13] to illustrate
why the reliability of the evaluation decreases. Conversely,
as we have followed, evaluating the reliability of the un-
certainties for object detectors based on OOD detection at
the image-level aligns with the definition of OOD images,
which is again at image-level.

C.2. Definitions

Here, we provide the definitions of the detection-level
uncertainty estimation methods for classification and local-
isation as well as the aggregation techniques we used to ob-
tain image-level uncertainty estimates.

C.2.1 Detection-Level Uncertainties

In the following, we present how we obtain detection-level
uncertainties from classification and localisation heads. We
note that all of these uncertainties, except the uncertainty
score, are computed on the raw detections represented by
{b̂rawi , p̂rawi }Nraw in Sec. 2 and then propagated through
the post-processing steps. The uncertainty score is, instead,
directly computed using the confidence of the final detec-
tions (p̂i). In such a way, we obtain the uncertainty val-
ues of top-k final detections, which are then aggregated for
image-level uncertainty estimates.

Classification Uncertainties We use the following
detection-level classification uncertainties:

• The entropy of the predictive distribution. The stan-
dard configuration of F-RCNN, NLL-RCNN and ES-
RCNN employ a softmax classifier over K ID classes
and background; resulting in aK+1-dimensional cate-
gorical distribution. Denoting this distribution by p̂rawi

(Sec. 2), the entropy of p̂rawi is:

H(p̂rawi ) = −
K+1∑
j=1

p̂rawij log p̂rawij , (A.6)

such that p̂rawij is the probability mass in jth class in
p̂rawi . As for the object detectors which exploit class-
wise sigmoid classifiers, the situation is more com-
plicated since the prediction p̂rawi comprises of K
Bernoulli random variables, instead of a single dis-
tribution unlike the softmax classifier. Therefore, we
will discuss and analyse different ways of computing
entropy for the detectors using sigmoid classifiers in
Sec. C.3.1.

• Dempster-Shafer. We use the logits as the evidence to
compute DS [62]. Accordingly, denoting the jth logit
(i.e., for class j) of the ith detection obtained from a
softmax-based detector by sij , we compute the uncer-
tainty by

DS =
K + 1

K + 1 +
∑K+1
j=1 exp (sij)

, (A.7)

and similarly, for a sigmoid-based classifier yielding
K logits, we simply use

DS =
K

K +
∑K
j=1 exp (sij)

. (A.8)



• Uncertainty score. While H(p̂rawi ) and DS are com-
puted on the raw detections, we compute uncertainty
score based on final detections using the detection con-
fidence score as 1− p̂i.

Localisation Uncertainties We utilise the covariance
matrix Σ predicted by the probabilistic detectors (NLL-
RCNN and ES-RCNN) to compute the uncertainty of a de-
tection in the localisation head. As described in Sec. 3, our
models predicts a diagonal covariance matrix,

Σ =


σ2
1 0 0 0
0 σ2

2 0 0
0 0 σ2

3 0
0 0 0 σ2

4

 , (A.9)

for each detection such that σ2
i with 0 < i ≤ 4 is the pre-

dicted variance of the Gaussian for ith bounding box param-
eter. Considering that an increase in Σ should imply more
uncertainty of the localisation head, we define the following
uncertainty measures for localisation exploiting Σ,.

• The determinant of the predicted covariance matrix

|Σ| =
4∏
i=1

σ2
i (A.10)

• The trace of the predicted covariance matrix

tr(Σ) =

4∑
i=1

σ2
i (A.11)

• The entropy of the predicted multivariate Gaussian
distribution [49]

H(Σ) = 2 + 2 ln(2π) +
1

2
ln(|Σ|) (A.12)

C.2.2 Aggregation Strategies to Obtain Image-Level
Uncertainties

In this section, given detection-level uncertainties {ui}N
where ui is the detection-level uncertainty for the ith de-
tection, we present our aggregation strategies to obtain the
image-level uncertainty G(X). Note that ui corresponds to
a detection-level uncertainty after post-processing with top-
k survival (Sec. 2), hence implying N ≤ k. In particular,
we use the following aggregation techniques that enables us
to obtain reliable image-level uncertainties from different
detectors:

• sum:

G(X) =

N∑
i=1

ui (A.13)

Table A.9. AUROC values for different variations of computing
entropy as the uncertainty for sigmoid-based detectors. Applying
softmax to the logits to obtain K-dimensional categorical distribu-
tion performs the best for all detectors.

Detector average max class categorical
RS-RCNN 73.3 91.2 93.7

ATSS 79.9 27.5 94.3
D-DETR 63.4 27.9 93.9

• mean:

G(X) =
1

N

N∑
i=1

ui (A.14)

• mean(top-m): Denoting ϕ(i) as the index of the ith
smallest uncertainties,

G(X) =


1
m

m∑
i=1

uϕ(i), if N ≥ m

1
N

N∑
i=1

uϕ(i), if 0 < N < m
(A.15)

• min: Similarly, denoting uϕ(1) is the smallest uncer-
tainty or the most certain one,

G(X) = uϕ(1) (A.16)

Finally, we consider the extreme case in which all of the
detections are eliminated in the background removal stage,
the first step of the post-processing. It is also worth men-
tioning that this case can be avoided by reducing the score
threshold of the detectors, which is typically 0.05. How-
ever, using off-the-shelf detectors by keeping their hyper-
parameters as they are, we observe rare cases that a detector
may not yield any detection for an image. To give an in-
tuition how rare these cases are, we haven’t observed any
image with no detection for D-DETR and RS-RCNN and
there very few images for F-RCNN. However, for the sake
of completeness, we assign a large uncertainty value (typi-
cally 1012) that ensures that the image is classified as OOD
in such cases.

C.3. More Analyses on Image-Level Uncertainty

This section includes more analyses on obtaining image-
level uncertainties. We use our Gen-OD setting and report
AUROC following Sec. 4 unless explicitly otherwise noted.

C.3.1 Computing Detection-level Uncertainty for
Sigmoid-based Classifiers

Unlike the detectors using K + 1-class softmax classi-
fiers, the detectors employing sigmoid-based classifiers,
such as RS R-CNN, ATSS and D-DETR, yield K differ-
ent Bernoulli random variables each of which corresponds



Table A.10. Combining classification and localisation uncertain-
ties. Please refer to the text for more details.

Detector H(p̂rawi ) H(Σ) Balanced Norm. AUROC

NLL-RCNN

✓ 92.4
✓ 87.7

✓ ✓ 89.9
✓ ✓ ✓ 92.2
✓ ✓ ✓ ✓ 93.2

ES-RCNN

✓ 92.8
✓ 86.4

✓ ✓ 89.3
✓ ✓ ✓ 91.8
✓ ✓ ✓ ✓ 93.2

to one of the K different classes in DTrain. In this case, one
can think of different ways to compute the detection-level
uncertainty. Here, we analyse the effect of three different
methods to obtain the uncertainty for a detection as (i) the
average over the entropies ofK Bernoulli random variables;
(ii) the entropy of the maximum-scoring class; and (iii) ob-
taining a categorical distribution over the classes through
softmax first, and then, computing the entropy of this cate-
gorical distribution. More precisely, for the jth class and the
ith detection, denoting the predicted logit and correspond-
ing probability (obtained through sigmoid) by ŝij and p̂rawij

respectively, we define the following uncertainties:
• The average of the entropies of the K Bernoulli ran-

dom variables:

1

K

K∑
j=1

(
p̂rawij log p̂rawij + (1− p̂rawij ) log(1− p̂rawij )

)
;

(A.17)

• The entropy of the maximum-scoring class:

p̂rawik log p̂rawik + (1− p̂rawik ) log(1− p̂rawik ) (A.18)

with k being the maximum scoring class for detection
i; and

• The entropy of the categorical distribution: It is
simply obtained by first applying softmax over K-
dimensional logits, yielding a categorical distribution,
and then, computing the entropy following Eq. (A.6)
with K classes.

Tab. A.9 indicates that the entropy of the categorical
distribution performs consistently the best for all three
sigmoid-based detectors.

C.3.2 Combining Classification and Localisation Un-
certainties

Considering that the probabilistic object detectors yield an
uncertainty both for classification and localisation for each

detection, here we investigate whether there is a benefit in
combining such uncertainties for a detection. Basically, we
combine the entropy of the predictive classification distribu-
tion (H(p̂rawi )) and the entropy of the predictive Gaussian
distribution for localisation (H(Σ)). Assuming these two
distributions independent, the entropy of the joint distribu-
tion can be obtained by the summation over the entropies,
i.e., H(p̂rawi ) + H(Σ). However, this way of combining
tends to overestimate the contribution of the localisation as
the localisation output involves four random variables but
the classification is univariate. Consequently, we first in-
crease the contribution of the classification by multiplying
its entropy by 4, which results in a positive effect (“bal-
anced” in Table A.10). We also find it useful to normalize
the uncertainties between 0 and 1 using their minimum and
maximum scores obtained on the validation set. This nor-
malisation shows for the both cases that the resulting per-
formance is better compared to using only classification and
localisation (“Norm.” in Table A.10).

We also would like to note that the resulting AUROC
does not outperform using only the uncertainty score (1 −
p̂i), which yields 94.1 AUROC score with mean(top-3) for
both of the detectors ES-RCNN and NLL-RCNN as demon-
strated in Tab. 2. Hence, instead of combining classification
and localisation uncertainties, we still suggest using 1 − p̂i
to obtain the detection-level uncertainties.

C.3.3 The Effect of Aggregation Techniques on a Lo-
calisation Uncertainty Estimate

In Tab. 2, we investigated the aggregation methods using
the uncertainty score, which is a classification-based uncer-
tainty estimate. Here in Tab. A.11, we present an extended
version of Tab. 2 including the effect of the same aggre-
gation methods on |Σ| as one example of our localisation
uncertainty estimation methods. Tab. A.11 also validates
our conclusion on |Σ| to use the most certain detections in
obtaining image-level uncertainties.

C.3.4 On the Reliability of Image-level Uncertainties

Here, similar to our analysis on SAOD-Gen, we present
the distribution of the image-level uncertainties for differ-
ent subsets of DTest on SAOD-AV. Fig. A.11 confirms that
the following observations obtained on SAOD-Gen are also
valid for SAOD-AV: (i) the distribution gets more right-
skewed as the subset moves away from the DID and (ii) AP
(black line) perfectly decreases as the uncertainties increase
(refer to Sec. 4 for details). These figures confirm on a dif-
ferent dataset that the image-level uncertainties are reliable
and effective.



Table A.11. AUROC scores of different aggregations to obtain image-level uncertainty. |Σ| can be computed for probabilistic detectors,
hence N/A for others. mean(top-m) refers to average of the uncertainties of the most m certain detections (the detections with the least
uncertainty based on 1 − p̂i or |Σ|). Using few most certain detections perform better for both detection-level uncertainty estimation
methods. Underlined & Bold: best of a detector, bold: second best.

Dataset
Detector

sum mean mean(top-5) mean(top-3) mean(top-2) min
(DID vs. DOOD) 1− p̂i |Σ| 1− p̂i |Σ| 1− p̂i |Σ| 1− p̂i |Σ| 1− p̂i |Σ| 1− p̂i |Σ|

SAOD-Gen

F R-CNN [61] 20.9 N/A 84.1 N/A 93.4 N/A 94.1 N/A 94.4 N/A 93.8 N/A
RS R-CNN [55] 85.8 N/A 85.8 N/A 94.3 N/A 94.8 N/A 94.8 N/A 93.5 N/A

ATSS [77] 66.2 N/A 86.3 N/A 93.8 N/A 94.2 N/A 94.0 N/A 92.6 N/A
D-DETR [79] 85.2 N/A 85.2 N/A 94.4 N/A 94.7 N/A 94.6 N/A 93.3 N/A

NLL R-CNN [23] 22.6 41.6 83.8 74.9 93.4 87.4 94.1 87.6 94.4 87.5 93.7 87.0
ES R-CNN [21] 22.1 24.5 84.6 32.9 93.4 83.8 94.1 85.0 94.4 85.7 93.8 86.3

SAOD-AV
F R-CNN [61] 27.1 N/A 84.1 N/A 96.4 N/A 97.3 N/A 97.4 N/A 96.0 N/A

ATSS [77] 18.8 N/A 92.2 N/A 97.7 N/A 97.6 N/A 97.3 N/A 95.7 N/A
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Figure A.11. The distribution of the image-level uncertainties obtained from different detectors on clean ID, corrupted ID with severities
1, 3, 5 and OOD data on SAOD-AV dataset.

Table A.12. Effectiveness of our pseudo-OOD set approach com-
pared to using TPR@0.95.

Task Detector Method BA TPR TNR

Gen-OD

F-RCNN
TPR@0.95 83.2 98.5 72.0

pseudo-OOD 87.7 94.7 81.6

RS-RCNN
TPR@0.95 84.0 98.3 73.4

pseudo-OOD 88.9 92.8 85.3

ATSS
TPR@0.95 84.7 96.9 75.2

pseudo-OOD 87.8 93.1 83.0

D-DETR
TPR@0.95 85.8 97.2 76.8

pseudo-OOD 88.9 90.0 87.8

SAOD-AV
F-RCNN

TPR@0.95 80.9 97.7 69.1
pseudo-OOD 91.0 94.1 88.2

ATSS
TPR@0.95 83.5 96.7 73.5

pseudo-OOD 85.8 95.9 77.6

C.3.5 The Effectiveness of Using Pseudo OOD val set
for Image-level Uncertainty Thresholding

In order to compute the image-level uncertainty threshold ū
and decide whether or not to accept an image, we presented
a way to construct pseudo-OOD val set in Sec. 4 as DVal

only includes ID images. Here, we discuss the effectiveness
of this pseudo-set approach. To do so, we also prefer to have

a baseline to compare our method against and demonstrate
its effectiveness. However, to the best of our knowledge,
there is no such a method that obtains a threshold relying
only on the ID data for OOD detection task. As a result,
inspired from the performance measure TPR@0.95 [13],
we simply set the threshold ū to the value that corresponds
to TPR@0.95, and use it as a baseline. Note that this ap-
proach only relies on the ID val set= and hence there is
no need for OOD val set, which is similar to our pseudo-
OOD approach. Tab. A.12 compares our pseudo-OOD ap-
proach with TPR@0.95 baseline; suggesting, on average,
more than 4.5 BA gain over the baseline method; thereby
confirming the effectiveness of our approach.

D. Further Details on Calibration of Object
Detectors

This section provides further details and analyses on cal-
ibration of object detectors.

D.1. How does AP benefit from low-scoring detec-
tions?

Here we show that enlarging the detection set with low-
scoring detections provably does not decrease AP. Thereby
confirming the practical limitations previously discussed by
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(c) Case 2 of the proof
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Figure A.12. Illustrations of (a) non-interpolated and interpolated PR curves. Typically, the area under the interpolated PR curve is used
as the AP value in object detection; (b), (c), (d) corresponding to each of the three different cases we consider in the proof of Theorem 1.
Following Theorem 1, in all three cases, the area under the red curve is smaller or equal to that of the blue curve.

Oksuz et al. [58]. As a result, instead of top-k predictions
and AP, we require a thresholded detection set in SAOD
task and employ the LRP Error as a measure of accuracy to
enforce this type of output.

Before proceeding, below we provide a formal definition
of AP as a basis to our proof.

Definition of AP. AP is defined as the area under the
Precision-Recall curve [15, 53, 58]. Here we formalize how
to obtain this curve and the resulting AP in object detec-
tion given detections and the ground truths. Considering
the common practice, we will first focus on the AP of a
single class and then discuss further after our proof. More
precisely, computing AP for class c from an IoU threshold
of τ , two sets are required:

• A set of detections obtained on the test set: This set
is represented by tuples Ŷ = {b̂i, p̂i, Xi}Nc , where b̂i
and p̂i are the bounding box and confidence score of
the ith detection respectively. Xi is the image id that
the ith detection resides and Nc is the number of all
detections across the dataset from class c. We assume
that the detections obtained from a single image is less
than k where k represents the upper-bound within the
context of the top-k survival (Sec. 2), that is, there can
be up to k detections from each image.

• A set of ground truths of the test set: This set is rep-
resented by tuples Y = {bi, Xi}Mc , where bi is the
bounding box of the ground truth and Xi is similarly
the image id. Mc is the number of total ground truth
objects from class c across the dataset.

Then, the detections are matched with the ground truths to
identify TP and FP detections using a matching algorithm.
For the sake of completeness, we provide a matching al-
gorithm that is used by the commonly-used COCO bench-
mark [43]:

1. All detections in Ŷ are first sorted with respect to the
confidence score in descending order

2. Then, going over this sorted list of detections, the jth
detection is identified as a TP if there exists a ground
truth that satisfies the following two conditions:

• The ground truth is not previously assigned to
any other detections with a larger confidence
score than that of j,

• The IoU between the ground truth and jth detec-
tion is more than τ , the TP validation threshold.

Note that the second condition also implies that the
jth detection and the ground truth that it matches with
should reside in the same image. If there is a single
ground truth satisfying these two conditions, then j is
matched with that ground truth; else if there are more
than one ground truths ensuring these conditions, then
the jth detection is matched with the ground truth that
j has the largest IoU with.

3. Upon completing this sorted list, the detections that are
not matched with any ground truths are identified as
FPs.

This matching procedure enables us to determine which
detections are TP or FP. Now, let L = [L1, ..., LNc ] be a
binary vector that represents whether jth detection is a TP
or FP and assume that L is also sorted with respect to the
confidence scores of the detections. Specifically, Li = 1
if the ith detection is a TP, else the ith detection is FP and
Li = 0. Consequently, we need precision and recall pairs
in order to obtain the Precision-Recall curve, area under
which corresponds to the AP. Noting that the precision is
the ratio between the number of TPs and number of all de-
tections; and recall is the ratio between the number of TPs
and number of ground truths, we can obtain these pairs by
leveraging L. Denoting the precision and recall vectors by
Pr = [Pr1, ..., P rNc ] and Re = [Re1, ..., ReNc ] respec-



tively, the ith element of these vectors can be obtained by:

Pri =

∑i
k=1 Lk
i

, and Rei =
∑i
k=1 Lk
Mc

. (A.19)

Since these obtained precision values Pri may not be
monotonically decreasing function of recall, there can be
wiggles in the Precision-Recall curve. Therefore, it is com-
mon in object detection [15, 18, 43] to interpolate the preci-
sions Pr to make it monotonically decreasing with respect
to the recall Re. Denoting the interpolated precision vector
by P̄ r = [P̄ r1, ..., P̄ rNc ], its ith element P̄ ri is obtained as
follows:

P̄ ri = max
i:Rei≥Rek

(Pri). (A.20)

Finally, Eq. (A.20) also allows us to interpolate the PR
curve to the precision and recall axes. Namely, we include
the pairs that (i) P̄ r1 with recall 0; and (ii) precision 0 with
recall R̄eNc . This allows us to obtain the final Precision-
Recall curve using these two additional points as well as
the vectors P̄ ri and Rei. Then, the area under this curve
corresponds to the Average Precision of the detection set
Ŷ for the IoU validation threshold of τ , which we denote
as APτ (Ŷ). As an example, Fig. A.12(a) illustrates a PR
curve before and after interpolation. Based on this defini-
tion, we now prove that low-scoring detections do not harm
AP.

Theorem 1. Given two sets of detections Ŷ =

{b̂i, p̂i, Xi}Nci=1, Ŷ ′
= {b̂j , p̂j , Xj}

N
′
c

j=1 and denoting
pmin = min

{b̂i,p̂i,Xi}∈Ŷ
p̂i, p

′

max = max
{b̂j ,p̂j ,Xj}∈Ŷ′

p̂j , if

p
′

max < pmin, then APτ (Ŷ) ≤ APτ (Ŷ ∪ Ŷ ′
).

Proof. We denote the recall and precision values to com-
pute APτ (Ŷ) by Pr = [Pr1, ..., P rNc ] and Re =
[Re1, ..., ReNc ], and similarly the interpolated precision
is P̄ r = [P̄ r1, ..., P̄ rNc ]. We aim to obtain these vec-
tors for APτ (Ŷ ∪ Ŷ ′

) to be able to compare the resulting
APτ (Ŷ ∪ Ŷ ′

) with APτ (Ŷ). To do so, we introduce Pr
′
,

Re
′

and P̄ r
′

as the precision, recall and the interpolated
precision vectors of APτ (Ŷ ∪ Ŷ ′

) respectively.
By definition, the numbers of elements in Pr

′
, Re

′
and

P̄ r
′

are equal to the number of detections in Ŷ∪Ŷ ′
, which is

simply Nc +N
′

c. More precisely, we need to determine the
following three vectors to be able to obtain APτ (Ŷ ∪ Ŷ ′

):

Pr
′
= {Pr

′

1, ..., P r
′

Nc , P r
′

Nc+1, ..., P r
′

Nc+N
′
c
} (A.21)

Re
′
= {Re

′

1, ..., Re
′

Nc , Re
′

Nc+1, ..., Re
′

Nc+N
′
c
} (A.22)

P̄ r
′

= {P̄ r
′

1, ..., P̄ r
′

Nc , P̄ r
′

Nc+1, ..., P̄ r
′

Nc+N
′
c
} (A.23)

As an additional insight to those three vectors, p
′

max <
pmin implies the following:

• The first Nc elements of Pr
′
, Re

′
and P̄ r

′

account for
the precision, recall and interpolated precision values
computed on the detection from Ŷ; and

• their elements betweenNc+1 to the last element (Nc+
N

′

c) correspond to the precision, recall and interpolated
precision values computed on the detections from Ŷ ′

.
Note that by definition, computing precision and re-

call on the ith detection only considers the detections with
higher scores than that of i (and ignores the ones with lower
scores than that of i), since the list of labels denoted by L in
Eq. (A.19) is sorted with respect to the confidence scores.
As a result, the following holds for precision and recall val-
ues (but not the interpolated precision):

Pr
′

i = Pri, and Re
′

i = Rei for i ≤ Nc. (A.24)

Then, the difference between APτ (Ŷ) and APτ (Ŷ ∪ Ŷ ′
)

depends on two aspects:

1. Pr
′

i and Re
′

i for Nc < i ≤ Nc +N
′

c

2. the interpolated precision vector P̄ r
′

of Ŷ ∪ Ŷ ′
, to be

obtained using Pr
′

and Re
′

based on Eq. (A.20)

For the rest of the proof, we enumerate all possible three
cases for Ŷ ′

and identify these aspects.

Case (1): Ŷ ′
does not include any TP. This case suggests

that the detections in Ŷ ′
are all FPs, and neither the number

of TPs nor the number of FNs change for Nc < i ≤ Nc +
N

′

c, implying:

Re
′

i = Re
′

Nc , for Nc < i ≤ Nc +N
′

c. (A.25)

As for the precision, it is monotonically decreasing as i in-
creases between Nc < i ≤ Nc + N

′

c since the number of
FPs increases, that is,

Pr
′

i−1 > Pr
′

i, for Nc < i ≤ Nc +N
′

c. (A.26)

Having identified Pr
′

i and Re
′

i for Nc < i ≤ Nc + N
′

c,

now let’s obtain the interpolated precision P̄ r
′

. To do so, we
focus on P̄ r

′

in two parts: Up to and including its Ncth ele-
ment and its remaining part. Since Pr

′

Nc
> Pr

′

i, for Nc <
i ≤ Nc+N

′

c, the low-scoring detections in Ŷ ′
do not affect

P̄ r
′

i for i ≤ Nc considering Eq. (A.20), implying:

P̄ r
′

i = P̄ ri, for i ≤ Nc. (A.27)

As for Nc < i ≤ Nc +N
′

c, since Rek = Rei, P̄ r
′

i = P̄ r
′

Nc
holds.

As a result, the detections from Ŷ ′
will have all equal re-

call and interpolated precision, which is also equal to P̄ rNc
andReNc ; implying that they do not introduce new points to



the Precision-Recall curve used to obtain APτ (Ŷ). There-
fore, APτ (Ŷ) = APτ (Ŷ ∪ Ŷ ′

) in this case.
Fig. A.12(b) illustrates this case to provide more insight.

In particular, when there is no TP in the low-scoring de-
tections (Ŷ ′

), then no new points are introduced compared
to the PR curve of Ŷ and the resulting AP after including
low-scoring detections does not change.

Case (2): Ŷ ′
includes TPs and max

Nc<i≤Nc+N ′
c

(Pr
′

i) ≤

min
i≤Nc

(P̄ ri). Note that max
Nc<i≤Nc+N ′

c

(Pr
′

i) ≤ min
i≤Nc

(P̄ ri)

implies that the interpolated precisions computed on the de-
tection set Ŷ (P̄ r

′

i for i ≤ Nc) will not be affected by the
detections in Ŷ ′

. As a result, Eq. (A.24) can simply be
extended to the interpolated precisions:

P̄ r
′

i = P̄ ri for i ≤ Nc. (A.28)

Considering the area under the curve of the pairs P̄ r
′

i and
Re

′

i = Rei for i ≤ Nc, it is already guaranteed that
APτ (Ŷ) ≤ APτ (Ŷ∪Ŷ ′

) completing the proof for this case.
To provide more insight, we also briefly explore the

effect of remaining detections, that are the detections in
Nc < i ≤ Nc+N

′

c and include TPs. Assume that jth detec-
tion is the TP with the highest confidence score within the
detections for Nc < i ≤ Nc +N

′

c. Then, for the jth detec-
tion 0 < P̄r

′

j < P̄r
′

Nc as max
Nc<i≤Nc+N ′

c

(Pr
′

i) ≤ min
i≤Nc

(P̄ ri)

by definition. Moreover, since the number of TPs in-
creases and the number of ground truths is a fixed number,
Re

′

j > Re
′

Nc
. This implies that, the PR curve now has

P̄ r
′

j > 0 precision for some Re
′

j . Note that the precision
was implicitly 0 for Re

′

j for the detection set Ŷ since this
new ground truth could not be retrieved regardless of the
number of predictions. Accordingly, the additional area un-
der the PR curve of Ŷ ∪ Ŷ ′

compared to that of Ŷ increases
and it is guaranteed that APτ (Ŷ) < APτ (Ŷ ∪ Ŷ ′

) in this
case. As depicted in Fig. A.12(c), the area-under-the PR
curve of Ŷ is extended towards higher recall (compare blue
curve with the red one) resulting in a larger APτ (Ŷ ∪ Ŷ ′

)
compared to APτ (Ŷ).

Case (3): Ŷ ′
includes TPs and max

Nc<i≤Nc+N ′
c

(Pr
′

i) >

min
i≤Nc

(P̄ ri). Unlike case (ii), this case implies that upon

merging Ŷ and Ŷ ′
, some of the P̄ ri of Ŷ with Pr

′

j > P̄ri
will be replaced by a larger value due to Eq. (A.20), i.e.,
P̄ r

′

i > P̄ri for some i while the rest will be equal sim-
ilar to Case (ii). This simply implies that APτ (Ŷ) <
APτ (Ŷ ∪ Ŷ ′

).
Fig. A.12(d) includes an illustration for this case demon-

strating that the PR curve of Ŷ is extended in both of the

axes: (i) owing to the interpolation thanks to a TP in Ŷ ′
with

higher precision in Ŷ ∪ Ŷ ′
, it is extended in precision axis;

and (ii) thanks to a new TP in Ŷ ′
, it is extended in recall

axis. Note that in our proof for this case, we only discussed
the extension in precision since each of the extensions is
sufficient to show APτ (Ŷ) < APτ (Ŷ ∪ Ŷ ′

).

Discussion Theorem 1 can also be extended to COCO-
style AP. To be more specific and revisit the definition of
COCO-style AP, first the class-wise COCO-style APs are
obtained by averaging over the APs computed over τ ∈
{0.50, 0.55, ..., 0.95} for a single class. Then, the detector
COCO-style AP is again the average of the class-wise APs.
Considering that the arithmetic mean is a monotonically in-
creasing function, Theorem 1 also applies to the class-wise
COCO-style AP and the detector COCO-style AP. More
precisely, in the case that either Case (1) applies for some
(or all) of the classes and the detections for the remaining
classes stay the same, then following Case (1), COCO-style
AP does not change. That is also the reason why we do
not observe a change in COCO-Style AP in Fig. 5(a) once
we add dummy detections that are basically FPs with lower
scores. If at least for a single class Case (2) or (3) apply,
then COCO-style AP increases considering the monoton-
ically increasing nature of the arithmetic average. Follow-
ing from this, we observe some decrease in COCO-style AP
when we remove the detections in Fig. 5(b) when we thresh-
old and remove some TPs. As a result, we conclude that AP,
including COCO-Style AP, encourages the detections with
lower scores.

D.2. Sensitivity of LAECE to TP validation threshold

Here we analyse the sensitivity of LAECE to the TP val-
idation threshold τ . Please note that we normally obtain
class-wise LRP-optimal thresholds v̄ considering a specific
τ on DVal, then use the resulting detections while measur-
ing the LRP Error and LAECE on the test set using the same
IoU validation threshold τ . Namely, we use τ for two pur-
poses: (i) to obtain the thresholds v̄; and (ii) to evaluate the
resulting detections in terms of LAECE and LRP Error. As
we aim to understand how LAECE, as a performance mea-
sure, behaves under different specifications of the TP vali-
dation threshold τ here, we decouple these two purposes of
τ by fixing the detection confidence threshold v̄ to the value
obtained from a TP validation threshold of 0.10. This en-
ables us to fix the detection set as the input of LAECE and
only focus on how the performance measures behave when
only τ changes.

Specifically, we use F-RCNN detector, validate v̄ on
COCO validation set and obtain the detections on Obj45K
test set using v̄. Then, given this set of detections, for dif-
ferent values of τ ∈ [0, 1], we compute:

• LAECE for uncalibrated detection confidence scores;
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Figure A.13. Sensitivity analysis of LAECE and LRP Error. We use the detections of F-RCNN on our Obj45K split. (a) For both
calibrated and uncalibrated case, we observe that the LAECE is not sensitive for τ ∈ [0.0, 0.5]. When τ gets larger, the misalignment
between detection scores and performance increases for the uncalibrated case, while the calibration becomes an easier problem since most
of the detections are now FP. In the extreme case that τ = 1 (a perfect localisation is required for a TP), there is no TP and it is sufficient
to assign a confidence score of 0.00 to all of the detections to obtain 0 LaECE. (b) Sensitivity analysis of LRP Error. As also previously
analysed [58], when τ increases, number of FPs increases and LRP increases. In the extreme case when τ ≈ 1, LRP approximates 1.

• LAECE for calibrated detection confidence scores us-
ing linear regression (LR); and

• LRP Error.

Fig. A.13 demonstrates how these three quantities change
for τ ∈ [0, 1]. Note that both for the uncalibrated and cal-
ibrated cases, LAECE is not sensitive for τ ∈ [0.0, 0.5].
As for τ ∈ [0.5, 1.0], LaECE increases for the uncalibrated
case due to the fact that the detection task becomes more
challenging once a larger TP validation threshold τ is re-
quired and that the uncalibrated detections implies more
over-confidence as τ increases. Conversely, in this case, the
calibration task becomes easier as the most of the detections
are now FP. As an insight, please consider the the extreme
case that τ = 1 in which a perfect localisation is required
for a TP. In this case, there is no TP and it is sufficient for a
calibrator to assign a confidence score of 0.00 to all detec-
tions and achieve perfect LaECE that is 0. Finally, as also
analysed before [58], when τ increases, the detection task
becomes more challenging, and therefore LRP Error, as the
lower-better measure of accuracy, also increases. This is be-
cause the number of TPs decreases and the number of FPs
increases as τ increases.

While choosing the TP validation threshold τ for our
SAOD framework, we first consider that a proper τ should
decompose the false positive and localisation errors prop-
erly. Having looked at the literature, the general consensus
of object detection analysis tools [1, 26] to split the false
positive and localisation errors is achieved by employing
an IoU of 0.10. As a result, following these works, we
set τ = 0.10 throughout the paper unless otherwise noted.
Still, the TP validation threshold τ should be chosen by the
requirements of the specific application.

D.3. Derivation of Eq. (5)

In Sec. 5.3, we claim that the LAECE for a bin reduces
to: ∣∣∣∣∣ ∑

b̂i∈D̂cj
ψ(i)>0

(
tcali − IoU(b̂i, bψ(i))

)
+

∑
b̂i∈D̂cj
ψ(i)≤0

tcali

∣∣∣∣∣, (A.29)

which allows us to set the target tcali as:

tcali =

{
IoU(b̂i, bψ(i)), if bψ(i) > 0 (i is true positive),
0, otherwise (i is false positive).

(A.30)

In this section, we derive (A.29) given the definition of
LAECE in Eq. (4) to justify our claim.

To start with, Eq. (4) defines LAECE for class c as

LaECEc =

J∑
j=1

|D̂c
j |

|D̂c|
∣∣p̄cj − precisionc(j)× ¯IoU

c
(j)

∣∣ , (A.31)

which can be expressed as,

J∑
j=1

|D̂cj |

|D̂c|

∣∣∣∣∣∣p̄j −

∑
b̂k∈D̂c

j
,ψ(k)>0 1

|D̂cj |

∑
b̂k∈D̂c

j
,ψ(k)>0 IoU(b̂k, bψ(k))∑
b̂k∈D̂c

j
,ψ(k)>0 1

∣∣∣∣∣∣ ,
(A.32)

as

precisionc(j) =

∑
b̂k∈D̂cj ,ψ(k)>0 1

|D̂c
j |

, (A.33)

and,

¯IoU
c
(j) =

∑
b̂k∈D̂cj ,ψ(k)>0 IoU(b̂k, bψ(k))∑

b̂k∈D̂cj ,ψ(k)>0 1
. (A.34)

The expression
∑
b̂k∈D̂cj ,ψ(k)>0 1 (in the nominator of

precisionc(j) and the denominator of ¯IoU
c
(j)) corresponds



to the number of TPs. Canceling out these terms yield

J∑
j=1

|D̂c
j |

|D̂c|

∣∣∣∣∣∣p̄j −
∑
b̂k∈D̂cj ,ψ(k)>0 IoU(b̂k, bψ(k))

|D̂c
j |

∣∣∣∣∣∣ . (A.35)

p̄j , the average of the confidence score in bin j, can sim-
ilarly be obtained as:

p̄j =

∑
b̂k∈D̂cj

p̂k

|D̂c
j |

, (A.36)

and replacing p̄j in Eq. (A.35) yields

J∑
j=1

|D̂c
j |

|D̂c|

∣∣∣∣∣∣
∑
b̂k∈D̂cj

p̂k

|D̂c
j |

−

∑
b̂k∈D̂cj ,ψ(k)>0 IoU(b̂k, bψ(k))

|D̂c
j |

∣∣∣∣∣∣ .
(A.37)

Since a|x| = |ax| if a ≥ 0, we take
|D̂cj |
|D̂c| inside the absolute

value where |D̂c
j | terms cancel out:

J∑
j=1

∣∣∣∣∣∣
∑
k∈D̂cj

p̂k

|D̂c|
−

∑
b̂k∈D̂cj ,ψ(k)>0 IoU(b̂k, bψ(k))

|D̂c|

∣∣∣∣∣∣ .
(A.38)

Splitting
∑
b̂k∈D̂j p̂k for true positives and false positives

as
∑
b̂k∈D̂j ,ψ(k)>0 p̂k and

∑
b̂k∈D̂j ,ψ(k)≤0 p̂k respectively,

we have
J∑
j=1

∣∣∣∣∣
∑
b̂k∈D̂cj ,ψ(k)>0 p̂k +

∑
b̂k∈D̂cj ,ψ(k)≤0 p̂k

|D̂c|

−

∑
b̂k∈D̂cj ,ψ(k)>0, IoU(b̂k, bψ(k))

|D̂c|

∣∣∣∣∣∣ .
(A.39)

Considering that Eq. (A.39) is minimized when the error
for each bin j is minimized as 0, we now focus on a single
bin j. Note also that for each bin j, |D̂c| is a constant. As a
result, minimizing the following expression minimizes the
error for each bin, and also LAECE,∣∣∣∣∣∣∣

∑
b̂k∈D̂c

j
,ψ(k)>0

p̂k +
∑

b̂k∈D̂c
j
,ψ(k)≤0

p̂k −
∑

b̂k∈D̂c
j
,ψ(k)>0,

IoU(b̂k, bψ(k))

∣∣∣∣∣∣∣ .
(A.40)

By rearranging the terms, we have∣∣∣∣∣∣∣
∑

b̂k∈D̂cj ,ψ(k)>0

(
p̂k − IoU(b̂k, bψ(k))

)
+

∑
b̂k∈D̂cj ,ψ(k)≤0

p̂k

∣∣∣∣∣∣∣ ,
(A.41)

which reduces to Eq. (5) once by setting p̂k by tcalk . This
concludes the derivation and validates how we construct the
targets tcalk while obtaining the pairs to train the calibrator.

Table A.13. Dummy detections decrease LaECE superficially with
no effect on AP due to top-k survival. LRP Error penalizes dummy
detections and requires the detections to be thresholded properly.
COCO val set is used.

Detector Dummy det. det/img. LaECE ↓ AP ↑ LRP ↓

F-RCNN

None 33.9 15.1 39.9 86.5
up to 100 100 3.9 39.9 96.8
up to 300 300 1.4 39.9 98.8
up to 500 500 0.9 39.9 99.2

ATSS

None 86.4 7.7 42.8 95.1
up to 100 100 6.0 42.8 96.2
up to 300 300 1.8 42.8 98.9
up to 500 500 1.1 42.8 99.3

D.4. More Examples of Reliability Diagrams

We provide more examples of reliability diagrams in
Fig. A.14 on F-RCNN and ATSS on SAOD-AV. To pro-
vide insight on how the error on the set that the calibrator is
trained with, Fig. A.14 (a-c) show the reliability diagrams
on the val set as the split used to train the calibrator. On the
val set, we observe that the isotonic regression method for
calibration results in an LaECE of 0.0; thereby overfitting
to the training data (Fig. A.14(b)).

On the other hand, the linear regression method ends
up with a training LaECE of 5.0 (Fig. A.14(c)). Conse-
quently, we observe that linear regression performs slightly
better than isotonic regression on the BDD45K test split
(Fig. A.14 (e,f)). Besides, when we compare Fig. A.14(e,f)
with Fig. A.14(d), we observe that both isotonic regression
and linear regression decrease the overconfidence of the
baseline F-RCNN Fig. A.14. As a different type of calibra-
tion error, ATSS shown in Fig. A.14(g) is under-confident.
Again, linear regression and isotonic regression improves
the calibration performance of ATSS. This further validates
on SAOD-AV that such post-hoc calibration methods are
effective.

D.5. Numerical Values of Fig. 5

Tables A.13 and A.14 present the numerical values used
in the Fig. 5(a) and Fig. 5(b) respectively. Please refer to
Sec. 5.2 for the details of the tables and discussion.

E. Further Details on SAOD and SAODETs
This section provides further details and analyses on the

SAOD task and the SAODETs.

E.1. Algorithms to Make an Object Detector Self-
Aware

In Sec. 6, we summarized how we convert an object de-
tector into a self-aware one. Specifically, to do so, we use
mean(top-3) and obtain an uncertainty threshold ū through
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Figure A.14. (First row) Reliability diagrams of F R-CNN on SAOD-AV DVal, which is used to obtain the set that we used for training
the calibrators. (Second row) Reliability diagrams of F R-CNN on SAOD-AV DID (BDD45K). (Third row) Reliability diagrams of ATSS
on SAOD-AV DID (BDD45K). Linear regression and isotonic regression improve the calibration performance of both over-confidence
F-RCNN (compare (e) and (f) with (d)) and under-confidence ATSS (compare (h) and (i) with (g)).

cross-validation using pseudo OOD set approach (Sec. 4),
obtain the detections through LRP-optimal thresholding
(Sec. 5.2) and calibrate the detection scores using linear re-
gression as discussed in Sec. 5.3. Here, we present the fol-
lowing two algorithms to include the further details on how
we incorporate these features into a conventional object de-

tector:

1. The algorithm to make an object detector self-aware in
Alg. A.1. The aim of Alg. A.1 is to obtain

• the image-level uncertainty threshold ū;

• the detection confidence score thresholds for



Table A.14. To avoid superficial LaECE gain (Table A.13); we
adopt LRP Error that requires the detections to be thresholded
properly. We use LRP-optimal thresholding to obtain class-wise
thresholds. Results are from COCO val set. with 7.3 objects/im-
age on average.

Detector Threshold det/img. LaECE ↓ AP ↑ LRP ↓

F-RCNN

None 33.9 15.1 39.9 86.5
0.30 11.2 27.5 38.0 67.6
0.50 7.4 27.6 36.1 62.1
0.70 5.2 24.5 33.2 61.5

LRP-opt. 6.1 26.1 34.6 61.1

ATSS

None 86.4 7.7 42.8 95.1
0.30 5.2 20.2 35.3 60.5
0.50 2.0 26.6 19.7 78.4
0.70 0.3 12.3 3.9 96.3

LRP-opt. 6.0 18.3 36.7 60.2

Algorithm A.1 Making an object detector self-aware
1: procedure MAKINGSELFAWARE(DTrain, DVal)
2: Train a standard detector f(·) on DTrain

3: Obtain pseudo OOD set D−
Val by replacing objects in DVal

with zeros (Sec. 4)
4: Remove the images with no objects from DVal, denote the

resulting set by D+
Val

5: Make inference on D−
Val by including top-100 detections

from each image, i.e., D−
val = {f(Xi)}Xi∈D̂−

100

6: Make inference on D+
Val by including top-100 detections

from each image, i.e., D+
val = {f(Xi)}Xi∈D̂+

100

7: Cross-validate ū, the image-level uncertainty threshold, on
D+
val and D−

val using mean(top-3) of the uncertainty scores
against the Balanced Accuracy as the performance measure
(Sec. 4)

8: Cross-validate v̄c, the detection-level threshold of class c,
on D̂+

100 using LRP-optimal thresholding (Sec. 5.2)
9: Remove all detections of class c in D̂+

100 with score less
than v̄c to obtain thresholded detections D̂thr

10: Using D̂thr , train a linear regression calibrator ζc(·) for
each class c (Sec. 5.3)

11: return f(·), ū, {v̄c}Cc=1, {ζc(·)}Cc=1

12: end procedure

each class {v̄c}Cc=1;

• the calibrators for each class {ζc(·)}Cc=1; and

• a conventional object detector f(·) on which
these features will be incorporated into.

To do so, after training the conventional object detector
f(·) using DTrain (line 2), we first obtain the image-
level uncertainty threshold ū by using our pseudo
OOD set approach as described in Sec. 4 (lines 3-
7). While doing that, we do not apply detection-
level thresholding yet; ensuring us to have at least
3 detections from each image on which we compute
the image-level uncertainty using mean(top-3) of the

uncertainty scores. While we enforce this by keep-
ing a maximum of 100 detections following AP-based
evaluation, we only use the top-3 scoring detections
to compute the image-level uncertainty. Then, after
cross-validating ū, we cross-validate {v̄c}Cc=1 for each
class (line 8) and using only the thresholded detections
we train the calibrators (lines 9-10). This procedure
allows us to incorporate necessary features into a con-
ventional object detector, making it self-aware.

2. The inference algorithm of a SAODET in Alg. A.2.
Given a SAODET, the inference on a given image X
is as follows. We first compute the uncertainty of the
detector on image X , denoted by G(X), following the
same method in Alg. A.1, that is mean(top-3) (lines 2-
3). Then, the rejection or acceptance decision is made
by comparing G(X) by the cross-validated threshold ū
(line 5). If the image is rejected then, no detection is re-
turned (line 7). Otherwise, if the detection is accepted,
then its confidence is compared against the cross-
validated detection confidence threshold (line 11); en-
abling us to differentiate between a useful and a low-
scoring noisy detection. If the confidence of the detec-
tion is larger than the detection-level threshold, then it
is added into the final set of detections also by a cali-
brated confidence score (line 12). Therefore, Alg. A.2
checks whether the detector is able to make a detection
on the given image X , if so, it preserves the accurate
detections obtained by the object detector by removing
the noisy detections as well as calibrates the detection
scores; applying all features of a SAODET during in-
ference.

Algorithm A.2 The inference algorithm of a SAODET
given an image X (please also refer to Alg. A.1 for the
notation)

1: procedure INFERENCE(f(·), ū, {v̄c}Cc=1, {ζc(·)}Cc=1, X)
2: D̂100 = {ĉi, b̂i, p̂i}N = f(X) such that N ≤ 100
3: Estimate G(X), the image-level uncertainty of f(X) on

X , using mean(top-3) of the uncertainty scores (Sec. 4)
4: Initialize the thresholded detection set D̂thr = Ø
5: if G(X) > ū then
6: â = 0
7: return {â, D̂thr} // REJECT X with D̂thr being Ø
8: else
9: â = 1

10: for each detection {ĉi, b̂i, p̂i} ∈ D̂100 do
11: if p̂i ≥ v̄ĉi then
12: D̂thr = D̂thr ∪ {ĉi, b̂i, ζ ĉi(p̂i)}
13: end if
14: end for
15: return {â, D̂thr} // ACCEPT X
16: end if
17: end procedure
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Figure A.15. The effect of image- and detection-level thresholds.
DAQ (blue curve) decreases significantly for extreme cases such
as when all images are rejected or all detections are accepted; im-
plying its robustness to such cases. Here, for the sake of analysis
simplicity, we use a single confidence score threshold (v̄) obtained
on the final detection scores p̂i in (b) instead of class-wise ap-
proach that we used while building SAODETs.

Table A.15. Effect of common improvements (epochs (Ep.),
Multi-scale (MS) training, stronger backbones) on F-RCNN
(SAOD-Gen).

Ep. MS Backbone DAQ BA mECE LRP mECET LRPT AP
12 ✗ R50 38.5 88.0 16.4 76.6 16.8 85.0 24.8
36 ✗ R50 38.4 87.4 18.7 75.9 20.5 85.0 25.5
36 ✓ R50 39.7 87.7 17.3 74.9 18.1 84.4 27.0
36 ✓ R101 42.0 88.1 17.5 73.4 19.0 82.8 28.7
36 ✓ R101-DCN 45.9 87.4 17.3 70.8 19.4 79.7 31.8

E.2. Sensitivity of the SAOD Performance Measures
to the Image-level Uncertainty Threshold and
Detection Confidence Threshold

Here, we explore the sensitivity of the performance mea-
sures used in our SAOD framework to the image-level un-
certainty threshold û and the detection confidence threshold
v̄. To do so, we measure DAQ, BA, LRP and LaECE of
F-RCNN on DTest of SAOD-Gen by systematically vary-
ing (i) image-level uncertainty threshold ū ∈ [0, 1] and (ii)
detection-level confidence score threshold v̄ ∈ [0, 1]. Note
that in this analysis, we do not use LRP-optimal threshold
for detection-level thresholding, which obtains v̄ for each
class but instead employ a single threshold for all classes;
enabling us to change this threshold easily. Fig. A.15
shows how there performance measures change for differ-
ent image-level and detection-level thresholds. First, we
observe that it is crucial to set both thresholds properly to
achieve a high DAQ. More specifically, rejecting all images
or accepting all detections v̄ = 0 in Fig. A.15 results in a
very low DAQ, highlighting the robustness of DAQ in these
extreme cases. Second, setting a proper uncertainty thresh-
old is also important for a high BA (Fig. A.15(a)), while it
is not affected by detection-level threshold (Fig. A.15(b))
since BA indicates the OOD detection performance but not
related to the accuracy or calibration performance of the

detections. Third, accepting more images results in bet-
ter LRP values (green and purple curves in Fig. A.15(a))
as otherwise the ID images are rejected with the detection
sets being empty. Similarly, to achieve a high LRP, setting
the detection confidence threshold properly is important as
well. This is because, a small confidence score threshold
implies more FPs, conversely a large threshold can induce
more FNs. Finally, while we don’t observe a significant ef-
fect of the uncertainty threshold on LaECE, a large number
of detections due to a smaller detection confidence thresh-
old has generally a lower LaECE.. This is also related to our
previous analysis in Sec. 5.2, which we show that more de-
tections imply a lower LaECE as depicted in Fig. A.15(b)
when the threshold approaches 0. However, in that case,
LRP Error goes to 1, and as a result, DAQ significantly de-
creases; thereby preventing setting the threshold to a lower
value to superficially boost the overall performance.

E.3. Effect of common improvement strategies on
DAQ

Here, we analyse how common improvement strategies
of object detectors affect the DAQ in comparison with
AP. To do so, we first use a simple but a common base-
line model: We use F-RCNN (SAOD-Gen) trained for 12
epochs without multi-scale training. Then, gradually, we
include the following four common improvement strategies
commonly used for object detection [6, 55, 77]:

1. increasing number of training epochs,

2. using multiscale training as described in Sec. B,

3. using ResNet-101 as a stronger backbone [22], and

4. using deformable convolutions [78].

Table A.15 shows the effect of these improvement strate-
gies, where we see that stronger backbones increase DAQ,
but mainly due to an improvement in LRP Error. It is also
worth highlighting that more training epochs improves AP
(e.g. going from 12 to 36 improves AP from 24.8 to 25.5),
but not DAQ due to a degradation in LAECE. This is some-
what expected, as longer training improves accuracy, but
drastically make the models over-confident [47].

E.4. The Impact of Domain-shift on Detection-level
Confidence Score Thresholding

For detection-level confidence score thresholding, we
employ LRP-optimal thresholds by cross-validating a
threshold v̄ for each class using DVal against the LRP Er-
ror. While LRP-optimal thresholds are shown to be useful
if the test set follows the same distibution of DVal, we note
that our DID is collected from a different dataset, introduc-
ing domain shift as discussed in App. A. As a result, here
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(a) F-RCNN (SAOD-Gen)
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(b) F-RCNN (SAOD-AV)
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(c) ATSS (SAOD-Gen)
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(d) ATSS (SAOD-AV)

Figure A.16. Comparison of (i) LRP-optimal thresholds obtained on DVal as presented and used in the paper (blue lines); and (ii) LRP-
optimal thresholds obtained on DID as oracle thresholds (red lines). Owing to the domain shift between DVal and DID, the optimal
thresholds do not match exactly. The thresholds between DVal and DID are relatively more similar for SAOD-Gen compared to SAOD-AV.

Table A.16. Evaluating self-aware object detectors. In addition to Tab. 6, this table includes the components of the LRP Error for more
insight. Particularly, LRPLoc, LRPFP, LRPFN correspond to the average 1-IoU of TPs, 1-precision and 1-recall respectively.

Self-aware
DAQ↑

DOOD vs. DID DID T (DID)
Detector BA↑ TPR↑ TNR↑ IDQ↑ LaECE↓ LRP↓ LRPLoc↓ LRPFP↓ LRPFN↓ IDQ↑ LaECE↓ LRP↓ LRPLoc↓ LRPFP↓ LRPFN↓

G
en

SA-F-RCNN 39.7 87.7 94.7 81.6 38.5 17.3 74.9 20.4 48.5 52.3 26.2 18.1 84.4 21.9 52.2 72.4
SA-RS-RCNN 41.2 88.9 92.8 85.3 39.7 17.1 73.9 19.3 47.8 51.9 27.5 17.8 83.5 20.4 50.8 72.1

SA-ATSS 41.4 87.8 93.1 83.0 39.7 16.6 74.0 18.5 47.8 52.8 27.8 18.2 83.2 20.2 53.2 71.1
SA-D-DETR 43.5 88.9 90.0 87.8 41.7 16.4 72.3 18.8 45.1 50.7 29.6 17.9 81.9 20.4 49.6 69.4

AV

SA-F-RCNN 43.0 91.0 94.1 88.2 41.5 9.5 73.1 26.3 13.2 58.1 28.8 7.2 83.0 26.7 12.2 74.7
SA-ATSS 44.7 85.8 95.9 77.6 43.5 8.8 71.5 25.9 14.2 55.7 30.8 6.8 81.5 26.0 14.3 72.5

we investigate whether the detection-level confidence score
threshold is affected from domain shift.

To do so, we compute the LRP-optimal thresholds on
both DVal and DTest of F-RCNN and ATSS, and then, we
compare them in Fig. A.16 for our both datasets. As DTest

is not available during training, the thresholds obtained on
DTest correspond to the oracle detection-level confidence
score thresholds. We observe in Fig. A.16 that:

• For both of the settings optimal thresholds computed
on val and test sets rarely match.

• While the thresholds obtained on DVal (COCO val
set) and DID (Obj45K) for SAOD-Gen dataset is rel-
atively similar, they are more different for our SAOD-
AV dataset, which can be especially observed for the
bicycle class.



Therefore, due to the domain shift in our datasets, the opti-
mal threshold diverges from DVal to DID especially for AV-
OD dataset. This is not very surprising due to the challeng-
ing nature of BDD100K dataset including images at night
and under various weather conditions, which also ensues a
significant accuracy drop for this setting (Tab. A.8).

Furthermore, to see how these changes reflect into
the performance measures, we include LRPLoc, LRPFP,
LRPFN components of LRP Error that are defined as the
average over the localisation errors (1-IoU) of TPs, 1-
precision and 1-recall respectively in Tab. A.16. We would
normally expect that the precision and the recall errors to
be balanced once the detections are filtered out using the
LRP-optimal threshold [58]. This is, in fact, what we ob-
serve in LRPFP and LRPFN for the DID of SAOD-Gen
setting,. For example for F-RCNN, LRPFP = 48.5 and
LRPFN = 52.3; indicating a relatively balanced precision
and recall errors. As for SAOD-AV setting, the significant
domain shift of BDD45K is also reflected in the difference
between LRPFP and LRPFN for both F-RCNN and ATSS.
For example for F-RCNN, LRPFP = 13.2 and LRPFN =
58.1; indicating a significant gap. Besides, as the domain
shift increases with T (DID) on SAOD-AV, the gap between
LRPFP and LRPFN increases more. These suggest that
more accurate detection-level thresholding methods are re-
quired under domain-shifted data.

E.5. Qualitative Results of SAODETs in comparison
to Conventional Object Detectors

In order provide more insight on the behaviour of
SAODETs, here we present the inference of SAODETs
in comparison to conventional object detectors. Here, we
use SA-ATSS and SA-F-RCNN on SAOD-AV dataset. To
be consistent with the evaluation, we plot all the detection
boxes as they are evaluated: That is, we use top-k survival
for F-RCNN and ATSS and thresholded detections for SA-
F-RCNN and SA-ATSS. In the following, we discuss the
main features of the SAODETs using Fig. A.17, Fig. A.18,
Fig. A.19 and Fig. A.20.

OOD Detection Fig. A.17 shows on three different input
images from different subsets of DOOD that a conventional
F-RCNN performs detection on OOD images and output
detections with high confidence. For example F-RCNN de-
tects a vehicle object with 0.84 confidence on the OOD
image from Objects365 (last row). On the other hand, SA-
F-R-CNN can successfully leverage uncertainty estimates
to reject these OOD images.

Calibration In Fig. A.14, we presented that ATSS is
under-confident and F-RCNN is over-confident. Now,
Fig. A.18 shows that the calibration performance of these
models are improved accordingly. Specifically, SA-ATSS

now has larger confidence scores compared to its conven-
tional version and vice versa for SA-F-RCNN. This can
enable the subsequent systems exploiting these confidence
scores for decision making to abstract away the difference
of the confidence score distributions of the detectors.

Removing Low-scoring Noisy Detections We previ-
ously discussed in Sec. 5.2 that the detections obtained with
top-k survival allows low-scoring noisy detections and that
the performance measure AP promotes them (mathematical
proof in App. D). This is also presented in the images of
conventional object detectors in Fig. A.18. For example,
the output of ATSS includes several low-scoring detections,
which the practical applications might hardly benefit from.
On the other hand, the outputs of the SAODETs in the same
figure are more similar to the objects presented in ground
truth images (first column) and barely contain any detection
that may not be useful.

Domain Shift Fig. A.19 includes images with the corrup-
tions with severities 1, 3 and 5. Following the design of
the SAOD task, SA-F-RCNN accepts the images with cor-
ruptions 1 and 3 and provide detections also by calibrating
the detection scores which is similar to DID. However, for
the image with severity 5, different from the conventional
detector, SA-F-CNN rejects the image; implying that the
detector is uncertain on the scene.

Failure Cases Finally in Fig. A.20, we provide images
that SA-F-RCNN and SA-ATSS fail to identify the image
from DOOD as OOD, but instead perform inference.

E.6. Suggestions for Future Work

Our framework provides insights into the various ele-
ments needed to build self-aware object detectors. Future
research should pay more attention to each elements inde-
pendently while keeping in mind that these elements are
tightly intertwined and greatly impact the ultimate goal.
One could also try to build a self-aware detector by directly
optimizing DAQ which accounts for all the elements to-
gether, although in its current state it is not differentiable
so a proxy loss or a method to differentiate through such
non-differentiable functions would need to be employed.



Image/Ground Truth Output of F-RCNN Output of SA-F-RCNN

REJECT

REJECT

REJECT

Figure A.17. Qualitative Results of F-RCNN vs. SA-F-RCNN on DOOD. The images in the first, second and third rows correspond SVHN,
iNaturalist and Objects365 subset of DOOD. While F-RCNN performs inference with non-empty detections sets, SA-F-RCNN rejects all
of these images properly.
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Figure A.18. Qualitative Results of Object detectors and SAODETs on DID. (First row) F-RCNN vs. SA-F-RCNN. (Second row) ATSS
vs. SA-ATSS. See text for discussion. The class labels and confidence scores of the detection boxes are visible once zoomed in.

Image/Ground Truth Output of F-RCNN Output of SA-F-RCNN
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Figure A.19. Qualitative Results of F-RCNN vs. SA-F-RCNN on T (DID) using SAOD-AV dataset. First to third row includes images
from T (DID) in severities 1, 3 and 5 as we used in our experiments. The class labels and confidence scores of the detection boxes are
visible once zoomed in. For each detector, we sample a transformation using the ‘frost’ corruption.
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Figure A.20. Failure cases of SAODETs in comparison to Object detector outputs. First row includes an image from iNaturalist subset
of DOOD with the detections from ATSS and SA-ATSS trained on nuImages following our SAOD-AV dataset. While SA-ATSS removes
most of the low-scoring detections, it still classifies the image as ID and perform inference. Similarly, the second row includes an image
from Objects365 subset of DOOD with the detections from F-RCNN and SA-F-RCNN trained on nuImages again following our SAOD-AV
dataset. SA-F-RCNN misclassifies the image as ID and performs inference.
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