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Supplementary Material for Cloud-Device Collaborative Adaptation to Continual
Changing Environments in the Real-world

A. Overview
The following aspects are included in this supplementary

material.

• Supplementary experimental analysis

– Performance with single-stage detector.

– Additional ablation study.

* Effect of transferring different number of pa-
rameters in the downlink phase.

* Effect of visual prompts’ size and location.

• Additional visualization results.

– Heat-map visualization of student and teacher
models before and after joint optimization.

– Visualization of the visual prompts.

• Additional related work:

– Continual domain adaptation.

• Demo video

B. Supplementary Experimental Analysis
B.1. Performance with single-stage detector.

To validate that our proposed method works for different
networks, we replace the student model with another preva-
lent detector – YOLOV3 [6], and adopt the lightweight net-
work MobilenetV2 [2] as the backbone. Experiments show
that our method is effective on both single-stage and two-
stage detectors. Besides, the single-stage detector is of less
parameters and faster computing speed compared with the
two-stage detectors, thus is suitable for client device de-
ployment.

We compare the model’s performance with several base-
lines. All experiments are conducted with a total of ten
rounds. Each round contains five different environments:
fog, motion blur, rain, snow, and brightness. Our pro-
posed method is higher than the other methods from the
first round of Motion, and the performance gap is widening
continually. In conclusion, the total average performance
of the model over ten rounds is 15.7% higher than that of
the source-only method, even surpassing the state-of-the-art
methods.

B.2. Additional Ablation Study

• Effect of transferring different number of param-
eters in the downlink. The number of parameters of
visual prompt is tiny, accounting for only 0.4% of the

Table 1. Additional Ablation study. Effect analysis of the num-
ber of parameters transmitted on the downlink. Experiments show
that our proposed VPA can consistently improve the model’s per-
formance for different parametric quantities delivered from the
cloud to the device.

5% 10% 30% 40% 100%

w/o VPA 22.6 23.5 24.2 24.4 27.1
VPA 24.0 25.3 26.2 26.8 31.0
Gain +1.4 +2.7 +2.7 +2.4 +3.9

Table 2. Additional Ablation study. Effect analysis of the
Prompt location.

50x50 100x100 200x200 300x300

Top-left 29.1 29.3 31.0 25.8
Top-right 29.1 29.0 29.9 24.4
Lower-left 29.2 29.1 28.4 24.6
Lower-right 28.9 29.2 28.6 24.8
Middle 27.9 26.7 25.3 19.4
Random 28.1 27.8 28.4 24.0

student model parameters. Therefore, visual prompt
can improve the performance of device model with
negligible transmission overhead. Regarding AMS [3],
we only update and transmit subsets of the device
model and compare the performance with VPA used
or not. As shown in Table 1, the reduction of model
parameters will significantly reduce model’s perfor-
mance, but the degradation will be alleviated after VPA
is used. Model using VPA can achieve better perfor-
mance with only 40% parameters updated, which is
similar to the performance of the integrated model.

• Effect of visual prompts’ size and location. We in-
vestigate the effect of the visual prompts’ size and lo-
cation on the model’s performance. (1) Location: As
shown in Table 2, the model shows relative poor per-
formance when the visual prompt is placed in the mid-
dle compared with other locations. While it achieves
best performance when the visual prompt is placed in
the upper left corner. The visual prompts will refor-
mulate the data to pull the distribution of the test data
closer to the training data, thus improving the model’s
performance. However, for the target detection task,
too much object occlusion is detrimental to the model
learning, so placing the visual prompt in the back-
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Table 3. Continual generalization experiment with one-stage detector. Object detection results (mAP@0.5 in %) on the Cityscapes-
to-Cityscapes-C online continual test-time adaptation task. Gain(%) means the improvement of our method compared with Source-only.
We evaluate five test conditions continually for ten times to verify the long-term adaptation performance. All results are evaluated on
the YOLOV3 architecture with the largest corruption severity level 5. Our approach surpasses the SOTA method and exhibits significant
continual generalization and anti-forgetting abilities.

Time t −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Round 1 5 10 All
Condition Fog Motion Rain Snow Brightness Fog Motion Rain Snow Brightness Fog Motion Rain Snow Brightness Mean Gain
Source-only [6] 15.0 5.2 19.0 0.4 16.7 15.0 5.2 19.0 0.4 16.7 15.0 5.2 19.0 0.4 16.7 11.3 /
TENT-continual [8] 15.2 5.0 19.2 0.5 16.9 11.4 3.4 15.8 0.3 14.0 8.6 2.1 7.7 0.1 8.3 8.7 -2.6
CoTTA [9] 15.6 5.4 19.3 0.5 17.3 13.4 5.5 18.6 0.4 16.9 14.3 5.3 16.1 0.5 17.1 11.7 +0.4
Pseudo-Label [4] 20.2 12.4 25.5 0.9 32.3 33.6 17.5 30.1 1.6 40.2 35.9 18.0 31.4 1.7 40.8 22.1 +10.8
Ours 16.7 13.0 25.7 2.9 32.4 37.5 19.3 35.1 4.1 43.0 41.5 21.8 37.1 3.9 48.7 27.0 +15.7

ground area is better.

(2) Size: As shown in Table 2, in most cases, the per-
formance is optimal when the prompt size is 200*200.
When the prompt size is too large, the visual prompt
will obscure more objects, which is unsuitable for the
target detection task. When the size of the prompt is
too small, visual prompt can not effectively bring the
test data and training data distribution closer. There-
fore, taking the size of 200*200 can get better perfor-
mance.

B.3. Additional Visualization results

• Heat-map visualization of student and teacher
models before and after joint optimization. As
shown in Fig.2, due to the distribution shifts, the model
may not be able to focus on the objects well. Espe-
cially for the client device model, the performance of
the model declines sharply when facing the distribu-
tion shift due to the restriction of computing resources.
Using our CCA paradigm to optimize the client device
model can significantly improve its feature expression
ability. The heat-map visualization results show that
after training with U-VPA teacher-student framework,
the device model can extract target features better. Be-
sides, our framework jointly optimizes the teacher and
student models, so that they can be promoted syn-
chronously.

• Visualization of the visual prompts. We have done a
visualization of the visual prompt. Fig 1 shows that the
visual prompt is some additional learnable parameters
that are directly added to the original image at the pixel
level. The visual prompt does not overwrite the origi-
nal object very much. The experimental results in the
main paper show that adding visual prompts to the up-
coming data can effectively improve the performance
of model inference because visual prompts can close
the distribution of target data and training data.

C. Additional Related Work
Continual domain adaptation. Continual domain

adaptation aims to improve model performance on continu-
ally changing target domains. [7] takes a meta-learning ap-
proach for augmentation to address the catastrophic forget-
ting under continual domain adaptation setting. [1] assumes
the continuity between each distribution shift and utilizes
a replay mechanism at every adaptation stage to address
the forgetting issue. GRCL [1] proposes a unified frame-
work with gradient regularized and domain memory to learn
better domain-invariant representation as well as preserv-
ing model performance on source domain. AdaGraph [5]
builds a domain graph where edges represent domain rela-
tion strength and predict the property of a new domain using
graph message propagation algorithm during test time.

Different from aforementioned methods, we address the
continual domain adaptation during test time under restric-
tions on computational power device setting. This setting
is a common scenario for perception system in real-world
environment, especially in autonomous driving.

D. Demo Video
We provide a video demo (see the attached MP4 file),

which contains the motivation of our proposed Cloud-
Device Collaborative (CCA) paradigm (0-1’10), the flow of
the whole framework (1’10-3’20), and the visualization of
the test results (3’20-4’20) on the Cityscapes raw dataset
(autonomous driving video).
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(b)(a)

Figure 1. Visualization of the visual prompts. The visual prompt is added to the corner of the image, which pulls the distributions of the
upcoming data closer to the training data’s distribution.

Source only After DA

(a)

(b)

Figure 2. Heat-map visualization of student and teacher models before and after joint optimization. (a)Visualization of student
model. (b)Visualization of teacher model. We compared the performance before and after using our CCA paradigm. After training with
our U-VPA teacher-student framework, both student and teacher model can focus on the objects better, which means that our framework
jointly optimizes the teacher and student models.
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