Visual Localization using Imperfect 3D Models from the Internet

Supplementary Material

Vojtech Panek¹,² Zuzana Kukelova³ Torsten Sattler²
¹ Faculty of Electrical Engineering, Czech Technical University in Prague
² Czech Institute of Informatics, Robotics and Cybernetics, Czech Technical University in Prague
³ Visual Recognition Group, Faculty of Electrical Engineering, Czech Technical University in Prague
{vojtech.panek,torsten.sattler}@cvut.cz kukelzuz@fel.cvut.cz

This supplementary material is organized as follows: Sec. 1 describes the practical issues we encountered with the downloaded Internet models, mentioned in Sec. 3 of the main paper. Sec. 2 shows mean and maximum Dense Correspondence Re-Projection Error (DCRE) plots for both versions of the ground truth (cf. Sec. 5 of the main paper). Sec. 3 describes in detail the setup of the experiments on the evaluation of geometric fidelity. It shows extended results from Sec. 5 of the main paper for both the experiment with the database of real images and the database images rendered from a stretched 3D model. Sec. 4 presents experiment on the influence of simplification of model geometry and appearance on localization accuracy.

1. Issues with the Internet Models

In this section, we describe the practical issues we encountered when collecting the models described in Sec. 3 in the main paper. For convenience we replicate the Tab. 1 from the main paper in Tab. 1 and the individual scenes from Fig. 2 from the original paper in Fig. 14 (Notre Dame), Fig. 15 (Pantheon), Fig. 16 (Reichstag), Fig. 17 (St. Peter’s Square), Fig. 18 (St. Vitus Cathedral) and Fig. 19 (Aachen).

All models downloaded from 3D Warehouse were created using the SketchUp 3D modeling software. The software allows mesh faces to have a material (color or texture) from both sides. Other formats, e.g., Wavefront OBJ, are not able to represent the double-sided textures, and therefore the texture of the face’s back side is lost during the format conversion. The problem can be prevented during modeling time by orienting the front side of the faces outwards from the model and assigning the texture only to those. This is considered good practice in the SketchUp community; however a large fraction of the models we downloaded did not follow it. The same problem prevented us from extracting textures from Reichstag model F and St. Peters Square model D.

Few other models (Pantheon C and D) contained generic textures, which did not correspond to reality (see Fig. 1). Therefore we decided to use just the raw geometry of these models.

2. Localization Accuracy with Internet Models and Used Metrics

Sec. 5 of the main paper focused on showing results for the mean Dense Correspondence Re-Projection Error (mean DCRE) for both the global alignment (GA) and local refinement (LR) versions of the ground truth. For maximum DCRE results, Sec. 5 pointed to the supplementary material. These results will be presented in this section. For convenience and to facilitate easier comparisons, the following shows results obtained using the MeshLoc pipeline [8] for both possible DCRE aggregation functions (mean and maximum) and both ground truth methods (global alignment (GA) and local refinement (LR)) (cf. Sec. 4 of the main paper). We replicate the first row of Fig. 4 from the main paper, which shows the experiments with mean DCRE aggregation and global alignment (GA) ground truth in Fig. 4, and the second row of Fig. 4 of the main paper, which shows mean DCRE and local refinement (LR), in Fig. 6. Fig. 5 shows max DCRE and global alignment (GA) results. Fig. 7 shows max DCRE and local refinement (LR) results.

Regarding the difference between mean DCRE and maximum DCRE curves, we can observe two types of behavior. For the first type, the maximum DCRE does not alter much from the mean DCRE curve (e.g., Notre Dame A, B, and E). For the second type, the drop is much more significant (e.g., Notre Dame C, D). The first type corresponds to the models with more accurate geometry (see Fig. 3 in the main paper).

Naturally, measuring the maximum instead of the mean DCRE per image leads to lower performance. Still, the
Figure 1. Comparison of the real state of the Pantheon landmark to models containing generic textures.

Figure 2. Visualization of the non-uniform scaling used for the evaluation of the impact of geometric fidelity. Original model in blue, scaled model in red.

Table 1. We show Tab. 1 from the main paper for convenience. List of scenes and 3D models used for the evaluation. The query images for the scenes were obtained from the Image Matching Challenge (IMC) 2021 [6, 7, 13], the Aachen Day-Night v1.1 dataset [10, 11, 14], and our own recordings. We distinguish between models directly created from images via MVS and models created from human input (CAD).
3. Isolating the Impact of Geometric Fidelity

To isolate the impact of geometric fidelity on localization performance, we experimented with changing the geometry used in the MeshLoc pipeline while fixing the appearance. To this end, we matched each query image against other real images (cf. Sec. 5 of the main paper). Both image retrieval with AP-GeM [4, 9] descriptors and local feature matching is done using a database of real images. Renderings of the different 3D models are only used to obtain the depth maps used by MeshLoc [8] to establish 2D-3D matches.

All IMC (Image Matching Challenge) 2021 [6, 7, 13] scenes, except Reichstag, contain a large number of images, from which we use only a small part as queries (cf. Tab. 1 for the resulting sizes of the query subsets). The rest of the images were used as an image database in this experiment. For Notre Dame and St. Peters Square, we use every 20th image as a query, for Pantheon every 10th, and for St. Vitus Cathedral every 4th. The Reichstag scene contains only 75 images; therefore, we decided to use all of them as queries and performed the experiment in a leave-one-out manner, i.e., when localizing one of the images, we used all the other queries as the image database.

We show the results with mean DCRE and global alignment (GA) ground truth in Fig. 8 (which is a reproduction of Fig. 6 from the main paper) and with local refinement (LR) in Fig. 10. We also show maximum DCREs with GA in Fig. 9 and with LR in Fig. 11. Tab. 1 associates the model IDs to the individual models.

Compared to the results presented in Sec. 2, the gap between the mean and maximum DCRE curves is significantly smaller when matching against real images and only using the 3D geometry of the Internet models (in the form of rendered depth maps). As already mentioned in the main paper, the results show that finding sufficiently many matches to facilitate accurate pose estimation seems to be the main bottleneck, even if the underlying geometry is rather coarse. Thus, we can attribute the majority of the outliers skewing the maximum DCRE curves shown in Sec. 2 to the feature matching stage.

To directly observe the influence of the geometric fidelity, we further experimented with non-uniformly scaling the most precise model (Notre Dame A) to measure the impact of a changing aspect ratio on localization accuracy. The non-uniform scaling in width and height was done relative to the center of the model bounding box. The scal-
ing in depth direction had a center in the main plane of the building’s front facade (see Fig. 2 for visualization). Fig. 12 extends the results from Fig. 7 in the main paper by using intermediate scaling factors. The main conclusion drawn in the paper, that changing the aspect ratio significantly reduces localization accuracy, remains valid.

4. Ablation Study: Simplifying the Representation

To better understand the influence of the level of geometric and visual fidelity on localization accuracy, we experiment with reducing the geometric resolution (number of faces) and texture resolution of the Notre Dame A model already used in the main paper for ablation studies.

We used Quadric Mesh Collapse Decimation algorithm [2, 3], implemented in MeshLab [1], for geometry simplification. Note that even when we use the version of the algorithm that is supposed to be more suitable for meshes with textures [3], the textures are significantly distorted during the simplification. Therefore, the appearance fidelity is not completely isolated from the geometric simplification. The other way around, the reduction of texture resolution does not influence the geometry of the model. The texture simplification was done by downsampling all the texture files in the model. We also combined the models with the simplified geometry with the downsampled textures at the same simplification ratio, e.g., the model with half the number of the original faces is combined with the textures with half the original width and height.

The renderings of the simplified models are shown in Fig. 3. Note the distortion of the texture present in the models with higher levels of geometry simplification. We did not observe such artifacts in models available on the Internet. As such, the results obtained for these severe distortions are not indicative of real-world performance.

The localization results of the MeshLoc [8] pipeline with LoFTR [12] are shown in Fig. 13. The localization method uses both the rendered images and depth maps. The localization pipeline copes surprisingly well, even with very high levels of geometric and appearance simplification. We can see a major drop in accuracy only after the combination of simplified geometry and downsampled texture at a very high simplification ratio of 1/16. Note that the simplified model is significantly more compact than the original one (18.4 MB original vs. 0.7 MB at 1/16 ratio), which suggests a potential use of the simplified meshes as very compact scene representations.

Note that the experiment was done using a MVS mesh reconstructed from images. Automatically simplifying the geometry of manually created CAD models can result in a complete collapse of the model geometry even for very low simplification ratios, as the CAD models are often composed of a small number of planar walls.
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Figure 4. Reproduction of the first row of Fig. 4 from the main paper. Cumulative histograms of the mean DCRE over all query images in a scene for the ground truth poses obtained via global alignment (GA). We show the DCRE as the percentage of the image diagonal.
Figure 5. Cumulative histograms of the maximum DCRE over all query images in a scene for the ground truth poses obtained via global alignment (GA). We show the DCRE as the percentage of the image diagonal.
Figure 6. Reproduction of the second row of Fig. 4 from the main paper. Cumulative histograms of the mean DCRE over all query images in a scene for the ground truth poses obtained via local refinement (LR). We show the DCRE as the percentage of the image diagonal.
Figure 7. Cumulative histograms of the maximum DCRE over all query images in a scene for the ground truth poses obtained via local refinement (LR). We show the DCRE as the percentage of the image diagonal.
Figure 8. Isolating the impact of geometric fidelity by combining real images with geometry from the Internet models. We show cumulative histograms of the mean DCRE, as a percentage of the image diagonal, over all query images in a scene for the ground truth poses obtained via global alignment (GA).
Figure 9. Isolating the impact of geometric fidelity by combining real images with geometry from the Internet models. We show cumulative histograms of the maximum DCRE, as a percentage of the image diagonal, over all query images in a scene for the ground truth poses obtained via global alignment (GA).
Figure 10. Isolating the impact of geometric fidelity by combining real images with geometry from the Internet models. We show cumulative histograms of the mean DCRE, as a percentage of the image diagonal, over all query images in a scene for the ground truth poses obtained via local refinement (LR).
Figure 11. Isolating the impact of geometric fidelity by combining real images with geometry from the Internet models. We show cumulative histograms of the maximum DCRE, as a percentage of the image diagonal, over all query images in a scene for the ground truth poses obtained via local refinement (LR).
Figure 12. Results from Fig. 7 in the main paper, using more intermediate scaling steps. Isolating the impact of geometric fidelity by applying non-uniform scaling on the 3D model. We show cumulative histograms of the mean DCRE, as a percentage of the image diagonal, over all query images in a scene for the ground truth poses obtained via global alignment (GA).

(a) width scaling
(b) height scaling
(c) depth scaling

Figure 13. Localization performance of MeshLoc [8] using LoFTR when reducing the geometric and / or texture resolution of the Notre Dame A model.

(a) geometry simplification
(b) texture downsampling
(c) simplification of both
Figure 14. Enlarged Notre Dame models from Fig. 2 in the main paper.
Figure 15. Enlarged Pantheon models from Fig. 2 in the main paper.

Figure 16. Enlarged Reichstag models from Fig. 2 in the main paper.
Figure 17. Enlarged St. Peter’s Square models from Fig. 2 in the main paper.

Figure 18. Enlarged St. Vitus Cathedral models from Fig. 2 in the main paper.
Figure 19. Enlarged Aachen models from Fig. 2 in the main paper.