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In this supplementary material, we provide implementation details (Appendix A), and describe further experimental results
(Appendix B).

A. Implementation details
In this section, we describe the implementation details of our experiments. We implement our Self-positioning Point-based

Transformer (SPoTr) using Pytorch [1] and OpenPoints [2], which is a library for dealing with point cloud data. For training
SPoTr, we use 1,024 points for shape classification (ScanObjectNN dataset [3]), 2,048 points for part segmentation (SP-Part
dataset [4, 5]), and 40K points for scene segmentation (S3DIS dataset [6]) as the input.

A.1. Shape classification

For shape classification, we train our models with a batch size of 32 for 250 epochs and AdamW optimizer [7] using
NVIDIA RTX Titan 24GB GPU. We use CrossEntropy loss with label smoothing following existing methods [8]. We opt
0.002 for the initial learning rate, which is decayed by the cosine annealing strategy [9]. During training, each sample is
scaled in a range of [0.9, 1.1]. We stack 4 SPoTr blocks (l = 0) and the dimensionality is doubled for each block. The
detailed architecture used for shape classification is described in Table 1.

shape
classification

stage 0
(MLP)

stage 1
(SPoTr Block)

stage 2
(SPoTr Block)

stage 3
(SPoTr Block)

stage 4
(SPoTr Block)

dim : 48 dim : 96 dim: 192 dim: 384 dim: 768
l : 0 l : 0 l : 0 l : 0

SP points : 24 SP points : 24 SP points : 24 SP points : 24
γ : 16 γ : 16 γ : 16 γ : 16
τ : 0.1 τ : 0.1 τ : 0.1 τ : 0.1

Table 1. Detailed architecture specifications for shape classification.

A.2. Part segmentation

For part segmentation, we train our models for 150 epochs with a batch size of 4 per GPU with 8 GPUs using NVIDIA
RTX Titan 24GB GPU. We opt AdamW optimizer [7] with an initial learning rate of 0.001 and a learning rate decay at
[90, 120] epochs with a decay rate of 0.5. We use point cloud scaling, jittering, and height appending following [10] for
data augmentation. Following previous works [11], we apply a U-net designed architecture with SPoTr block and Feature
propagation block for segmentation. The details of our model for part segmentation are described in Table 2.

*First two authors have equal contribution.
†is the corresponding author.
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shape part
segmentation

stage 0
(MLP)

stage 1
(SPoTr Block)

stage 2
(SPoTr Block)

stage 3
(SPoTr Block)

stage 4
(SPoTr Block)

dim : 128 dim: 256 dim: 512 dim : 1024 dim : 2048
l : 0 l : 0 l : 0 l : 0

SP points : 16 SP points : 16 SP points : 16 SP points : 16
γ : 16 γ : 16 γ : 16 γ : 16
τ : 0.1 τ : 0.1 τ : 0.1 τ : 0.1

Table 2. Detailed architecture for shape part segmentation.

A.3. Scene segmentation

For scene segmentation, we train our models for 100 epochs with a batch size of 2 per GPU with 4 GPUs using NVIDIA
Tesla V100 32GB GPU. The model is trained by CrossEntropy loss with label smoothing. We use the initial learning rate of
0.01, which is decayed by the cosine annealing scheme [9]. We use point cloud scaling, jittering, rotation, color drop, and
height appending following [10] for data augmentation. Similar to part segmentation, we apply a U-net designed architecture
with SPoTr block and Feature propagation block for scene segmentation. The details of our model for scene segmentation
are described in Table 3.

scene
segmentation

stage 0
(MLP)

stage 1
(SPoTr Block)

stage 2
(SPoTr Block)

stage 3
(SPoTr Block)

stage 4
(SPoTr Block)

dim : 64 dim: 128 dim: 256 dim : 512 dim : 1024
l : 4 l : 4 l : 4 l : 4

SP points : 16 SP points : 16 SP points : 16 SP points : 16
γ : 16 γ : 16 γ : 16 γ : 16
τ : 0.5 τ : 0.5 τ : 0.5 τ : 0.5

Table 3. Detailed architecture for scene segmentation.

B. Further experimental results
B.1. Detailed semantic segmentation results

In this section, we provide more detailed semantic segmentation results on SN-Part [4] and S3DIS [6], respectively. For
category-wise mIoU, we present Table 4 for SN-Part and Table 5 for S3DIS.

B.2. Sensitivity analysis for self-positioning points (SP points)

To analyze the sensitivity of SPoTr to the number of Self-Positioning points (SP points), we compare the performance of
the model with the diverse number of SP points in Table 6. We empirically found that 24 SP points are most effective for our
SPoTr architecture on SONN dataset.

B.3. Efficiency comparison

To investigate the efficiency of SPoTr, we compare our method with recent baselines [20, 24] on ScanObjectNN [3].
Specifically, we use DeepSpeed [25] library as a profiler for calculating the number of parameters and FLOPS during infer-
ence. For comparison, we also opt a light version of SPoTr (SPoTr*), where the channel size of each layer is 2/3. The results
are summarized in Table 7. It is worth noting that SPoTr achieves the best performance (88.6%) with fewer parameters of
3.3(M) than 13.2(M) of PointMLP and 6.8(M) of RepSurf. Further, although SPoTr* only requires 1.6(M) parameters and
5.5 GFLOPS, it still shows significant gains over the previous best methods (+2.2%). In short, we demonstrate that SPoTr is
a computation-efficient and memory-efficient method.



Method mIoU air bag cap car chair ear guitar knife lamp laptop motor mug pistol rocket skate tableplane phone bike board

PointNet [12] 83.7 83.4 78.7 82.5 74.9 89.6 73.0 91.5 85.9 80.8 95.3 65.2 93.0 81.2 57.9 72.8 80.6
PointNet++ [11] 85.1 82.4 79.0 87.7 77.3 90.8 71.8 91.0 85.9 83.7 95.3 71.6 94.1 81.3 58.7 76.4 82.6
PointCNN [13] 86.1 84.1 86.5 86.0 80.8 90.6 79.7 92.3 88.4 85.3 96.1 77.2 95.2 84.2 64.2 80.0 83.0
DGCNN [14] 85.1 84.2 83.7 84.4 77.1 90.9 78.5 91.5 87.3 82.9 96.0 67.8 93.3 82.6 59.7 75.5 82.0
RSCNN [8] 86.2 83.5 84.8 88.8 79.6 91.2 81.1 91.6 88.4 86.0 96.0 73.7 94.1 83.4 60.5 77.7 83.6
KPConv [10] 86.4 84.6 86.3 87.2 81.1 91.1 77.8 92.6 88.4 82.7 96.2 78.1 95.8 85.4 69.0 82.0 83.6
PointASNL [15] 86.1 84.1 84.7 87.9 79.7 92.2 73.7 91.0 87.2 84.2 95.8 74.4 95.2 81.0 63.0 76.3 83.2
PCT [16] 86.4 85.0 82.4 89.0 81.2 91.9 71.5 91.3 88.1 86.3 95.8 64.6 95.8 83.6 62.2 77.6 83.7
PAConv [17] 86.1 84.3 85.0 90.4 79.7 90.6 80.8 92.0 88.7 82.2 95.9 73.9 94.7 84.7 65.9 81.4 84.0
AdaptConv [18] 86.4 84.8 81.2 85.7 79.7 91.2 80.9 91.9 88.6 84.8 96.2 70.7 94.9 82.3 61.0 75.9 84.2
CurveNet [19] 86.8 85.1 84.1 89.4 80.8 91.9 75.2 91.8 88.7 86.3 96.3 72.8 95.4 82.7 59.8 78.5 84.1
PointMLP [20] 86.1 83.5 83.4 87.5 80.5 90.3 78.2 92.2 88.1 82.6 96.2 77.5 95.8 85.4 64.6 83.3 84.3

SPoTr 87.2 85.8 86.9 89.3 82.2 92.0 82.4 91.8 88.6 85.7 96.2 77.6 96.3 85.3 64.0 78.0 84.1

Table 4. Part segmentation results on SN-Part.

Method mAcc mIoU ceiling floor wall beam column window door table chair sofa bookcase board clutter

PointNet [12] 49.0 41.1 88.8 97.3 69.8 0.1 3.9 46.3 10.8 59.0 52.6 5.9 40.3 26.4 33.2
PointCNN [13] 63.9 57.3 92.3 98.2 79.4 0.0 17.6 22.8 62.1 74.4 80.6 31.7 66.7 62.1 56.7
PointWeb [21] 66.6 60.3 92.0 98.5 79.4 0.0 21.1 59.7 34.8 76.3 88.3 46.9 69.3 64.9 52.5
KPConv [10] 72.8 67.1 92.8 97.3 82.4 0.0 23.9 58.0 69.0 91.0 81.5 75.3 75.4 66.7 58.9
PCT [16] 67.7 61.3 92.5 98.4 80.6 0.0 19.4 61.6 48.0 76.6 85.2 46.2 67.7 67.9 52.3
CT [22] - 67.9 94.2 97.7 82.7 0.0 34.4 62.8 68.4 89.8 80.4 78.2 61.4 67.7 64.9
PointTransfomer [23] - 70.4 94.0 98.5 86.3 0.0 38.0 63.4 74.3 89.1 82.4 74.3 80.2 76.0 59.3

SPoTr 76.4 70.8 94.4 98.5 84.0 0.0 34.4 59.9 77.4 83.2 92.5 79.8 76.4 78.5 61.4

Table 5. Scene segmentation results on S3DIS.

# SP points 8 16 24 32

Accuracy 88.0 88.1 88.6 88.4

Table 6. Sensitivity analysis for SP points on SONN.

SONN OA ↑ Param ↓ FLOPs ↓
(M) (G)

PointMLP [20] 85.7 13.2 31.4
RepSurf [24] 86.0 6.8 4.9

SPoTr* 88.2 1.6 5.5
SPoTr 88.6 3.3 12.3

Table 7. Efficiency comparison on SONN. SPoTr* is a light version of SPoTr

B.4. Qualitative results

The visualization of part segmentation with SN-Part is provided in Figure 1. We also provide qualitative results on scene
segmentation with S3DIS in Figure 2.
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Figure 1. Qualitative results on SP-Part.



GT PredInput

Figure 2. Qualitative results on S3DIS.
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