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In this document, we present additional experimental
analysis of our proposed approach for Few-Shot HTG,
VATr. In particular, we show an ablation analysis on the
role of each of the used loss terms in §1; additional details
about the synthetic pre-training dataset in § 2; additional
qualitative results in § 3; a comparison of the charsets gen-
erated in different styles in § 4; further analysis of the long-
tail characters generation scenario in § 5; examples of the
generation of some out-of-charset characters from other al-
phabets in §6; and some HTR results obtained by training
both on real and VATr-generated images in §6.

1. Role of the Loss Function Terms

We analyze the effect of each loss term, both quantita-
tively and qualitatively. The results of this study are re-
ported in Table 1 and show that our model needs the in-
cluded regularization terms to be trained properly. More-
over, when none of the two terms enforcing handwriting
style faithfulness (i.e., the writer classification loss Lclass

and the cycle loss Lcycle) is used, VATr generates images
of readable words but does not render the style of the ref-
erence images. Conversely, when the text recognition loss
LHTR is not employed, it renders ”scrabbles” whose over-
all appearance resembles that of the reference style images.

2. Synthetic Pre-training Dataset

The synthetic dataset used to pre-train the convolutional
backbone of the encoder is obtained by combining calli-
graphic fonts and words to generate word images. The pro-
cess involves selecting 10 400 fonts from dedicated web-
sites, ensuring that fonts with small caps and decorative el-
ements such as hearts or stars are discarded. Next, 10 400
words of varying lengths are randomly chosen from the En-
glish vocabulary. All possible combinations between the
selected fonts and words are then rendered, resulting in a
total of 10 400×10 400 = 108 160 000 word images. Some
exemplar images are reported in Figure 1.

Figure 1. Exemplar images from the synthetic dataset used for
pre-training the style encoder.

3. Additional Styled HTG Qualitative Results

In Figures 2-5, we report qualitative examples of images
generated with the proposed VATr compared to GANwrit-
ing [6] and HWT [1] in the four styled generation IV-S,
IV-U, OOV-S, and OOV-U scenarios, respectively. It can
be noticed that the style fidelity in the images produced by
VATr does not deteriorate significantly when the style ex-
amples are unseen compared with the case in which they
have been seen in training. It can be also noticed that VATr
consistently disregards the background while reproducing
the style, while the HWT competitor reproduces the back-
ground artifacts, especially in the unseen style scenarios.

4. Styled Charsets Generation

In Figure 6, we report qualitative examples of styled gen-
eration of the characters in the IAM dataset, sorted by the
frequency in which they appear in the training set. Also in
this case, we compare VATr against HWT and GANwriting,
which have all been trained on the same data. It has to be
noted that, by design, GANwriting cannot generate charac-
ters that are not letters. On the other hand, HWT includes
also punctuation and digits in its charset. Nonetheless, it can
be noticed that VATr generates images for a larger number
of characters, including long-tail ones, with which both the
competitors struggle.
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IV-S scenario

Addressing the annual congress of the National Union of General

VATr

HWT

GANwriting

Style examples

But after that slight slip of the tongue on Nigels part she had

VATr

HWT

GANwriting

Style examples

Banks have paid in a first instalment of almost in response to the

VATr

HWT

GANwriting

Style examples

The girl is a knockout see pic ture of Julie Newmar for con She

VATr

HWT

GANwriting

Style examples

The dinner table is the best answer to the grumblers in Britain

VATr

HWT

GANwriting

Style examples

The result of the vote was not in doubt For the Tories were massed

VATr

HWT

GANwriting

Style examples

Figure 2. Exemplar qualitative results of styled text generation for the IV-S setting on the IAM dataset.



IV-U scenario

Sometimes she took Harry around with her but never her husband a

VATr

HWT

GANwriting

Style examples

THE Fourth Gospel was almost certainly written in Greek A modern

VATr

HWT

GANwriting

Style examples

No she told Phil Gubbins a junior houseman it wasnt Nigel you saw

VATr

HWT

GANwriting

Style examples

Something s up said Lord Undertone carefully casual The servants

VATr

HWT

GANwriting

Style examples

Gay thanked him and walked out on to the terrace thinking that 

VATr

HWT

GANwriting

Style examples

No other news except that Elaine is engaged and going to marry a

VATr

HWT

GANwriting

Style examples

Figure 3. Exemplar qualitative results of styled text generation for the IV-U setting on the IAM dataset.



OOV-S scenario

finned voter Jacobs calmly hip clubs quintet blunts Grazie Barton

VATr

HWT

GANwriting

Style examples

turtles audible Woodrow retreat Orders Conlow hobby skin tally

VATr

HWT

GANwriting

Style examples

weakly upriver Newsom Meeker weed fiscal Diane Errors Mig biz Drink

VATr

HWT

GANwriting

Style examples

nagged ribbing hunt AA Pohly triol saws popped aloof Ceramic thong

VATr

HWT

GANwriting

Style examples

suffuse muffins Miners Cabrini weakly upriver Newsom Meeker weed

VATr

HWT

GANwriting

Style examples

upriver Newsom Meeker weed fiscal Diane Errors Mig biz Drink chop

VATr

HWT

GANwriting

Style examples

Figure 4. Exemplar qualitative results of styled text generation for the OOV-S setting on the IAM dataset.



OOV-U scenario

sexy humming cheated lick grades heroic Clever foul mood warrior

VATr

HWT

GANwriting

Style examples

Babin optimum Leyden enrage induces newel trim bolts frog cinder

VATr

HWT

GANwriting

Style examples

noon hoes Seafood yuh Mostly seeds bestow acetate jokers waning

VATr

HWT

GANwriting

Style examples

sacker comest tense par fiend Soiree voted Putting pansy doormen

VATr

HWT

GANwriting

Style examples

blunts Grazie Barton NAB specie Fonta narrow Swan denials Rawson

VATr

HWT

GANwriting

Style examples

Whisky super screwed Flower salads Glow Vapor Married recieve push

VATr

HWT

GANwriting

Style examples

Figure 5. Exemplar qualitative results of styled text generation for the OOV-U setting on the IAM dataset.
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Figure 6. Exemplar IAM charsets generated in different styles sorted by frequency.

Table 1. Ablation analysis on the loss terms. The qualitative ex-
amples refer to the generation of the word that in two different
styles (indicated on top).

Ladv LHTR Lclass Lcycle FID

✓ 224.87
✓ ✓ 261.23
✓ ✓ 255.11
✓ ✓ ✓ 220.83
✓ ✓ 46.61
✓ ✓ ✓ 41.68
✓ ✓ ✓ 18.70
✓ ✓ ✓ ✓ 17.79

5. Additional Long-tail Character Generation
Results
We deepen our analysis on the generation of test words

containing rare characters in Figure 7, where we compare
VATr against HWT in terms of the FID obtained by chang-
ing the Long-tail threshold. This is the value of the fre-
quency of appearance in the training set for which a charac-
ter can be considered as long-tail. Recall that in the experi-

ments in the main paper we set this threshold to 1000, which
was determined by observing the character distribution in
the IAM training set, reported both in logarithmic and lin-
ear scale in Figure 8. It can be noticed that the FID obtained
by VATr is generally lower than that obtained by HWT, es-
pecially at lower threshold values. This demonstrates the
robustness of our approach of exploiting dense represen-
tations of the characters, compared to resorting to one-hot
vectors. It can be noticed an increase in the FID of both
approaches when the threshold is around 3500. Setting the
threshold to this value means excluding almost all the words
containing only small letters. Afterward, the percentage of
capital letters, digits, and punctuation becomes higher than
that of small letters in the generated words. Thus, the capac-
ity to faithfully generate also those symbols is more relevant
for those words.

6. Additional Out-of-Charset results
In Figure 9, we report examples of the generation of out-

of-charset characters from non-Latin alphabets (Greek and
Coptic) with our proposed approach. Despite this setting
being beyond the scope of our work, it can be noticed that
VATr is able to reproduce symbols that are not present in
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Figure 7. FID score on words containing long-tail characters with respect to the threshold set to consider a character as rare in the IAM
dataset (the x-axis is in logarithmic scale).
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Figure 8. Distribution and classification of the characters in the
training set of the IAM dataset in linear scale (top) and logarithmic
scale (bottom).

its training set, especially in the case these are geometri-
cally similar to in-charset symbols. In fact, when generat-
ing Greek letters that are close to Latin ones starting from
their respective visual archetypes, VATr can exploit learned
geometric regularities. On the other hand, it struggles to
generate characters from the Copto alphabet, whose visual
archetypes are very different from those of Latin letters.

7. Styled HTG for HTR

One of the main applications of styled HTG is provid-
ing training data for HTR models to be applied to writer-

Table 2. Performace comparison of an HTR model trained on real
data only and on a combination of real and generated styled text
images (obtained with our approach and the SotA HWT approach)
on two writer-specific datasets.

Saint Gall Washington

CER WER CER WER

Real 4.5 32.5 3.4 15.9

HWT + Real 4.6 31.2 3.7 16.5
VATr + Real 4.5 30.9 3.0 13.1

specific manuscripts. To assess the potential benefits of this
strategy when using VATr to improve an HTR model in this
setting, we consider the interesting case of two low-resource
single-author HTR datasets (Saint Gall [4] and Washing-
ton [5]1) and generate synthetic training lines with VATr.
We then use these as additional samples to train a SotA HTR
model [2, 3] and compare the transcription results against a
baseline not exploiting synthetic data and the baseline ex-
ploiting synthetic data generated with the one-hot vectors-
based HWT [1]. These results are reported in Table 2, ex-
pressed in terms of Character Error Rate (CER) and Word
Error Rate (WER). It can be observed that training on VATr-
generated images reduces the errors w.r.t.both the compared
approaches, especially in terms of WER. This suggests that
the misrecognized characters are more concentrated in sin-
gle words.

1https : / / fki . tic . heia - fr . ch / databases / iam -
historical-document-database
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Figure 9. Exemplar out-of-charset symbols generated in different styles. The alphabets used are Greek (left) and Coptic (right).
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